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IN MEMORIAM--CECIL C. COSTAIN

Robert J. Douglas and Derek Morris
Institute of National Measurement Standards

National Research Council

Ottawa, Ontario, Canada KIA OR6

It is with sadness that we record the untimely passing of Dr. Cecil C. Costain on Decmber

18, 1991 in Ottawa, Canada. Cec was well known to many people in the field of time

and frequency and he often attended the PTTI meetings. For many years he was the

official Canadian delegate to the Consultative Committee for the Definition of the Second

(CCDS) and took an active part in the committee work. He served on the CCDS Steering

Committee for TAI. He was also an active participant in the work of Study Group 7 of the

Consultative Committee on International Radio (CCIR). This Study Group deals with time

and frequency services, and related topics. He also served as a member of Commission 31

of the International Astronomy Union (IAU). In addition to his work in the field of time

and frequency, Cec played an important role in the development of science in Canada. His

stature, his keen intellect and sense of humour, his cheerful optimism, and his forthright

opinions will be sorely missed.

Cec grew up in farming country in Saskatchewan, and attended the University of

Saskatchewan as an undergraduate, receiving his B.Sc. in 1941. During the Second World

War, he was commissioned in the Royal Canadian Navy, then served with distinction on

secondment to the Royal Navy as an officer handling the newly developed radar systems

on board ship in the Pacific. At the age of 21, Cec was on top of the aircraft carrier HMs

Victorious in full charge of radar with 40 men under him! With his skillful experimental

touch, his radar had greater range than anyone else's, and he received a commendation

from the Admiral for having the best record in the fleet. He was awarded the Distinguished

Service Cross in 1944, and retired with the rank of Lieutenant-Commander in 1945. After

the war, Cec returned to the University of Saskatchewan for M.Sc. work, then traveled to

Britain on a scholarship to study for his Ph.D. at Cambridge with Sir George Sutherland.

After returning back across the Atlantic with Prof. Sutherland to finish his Ph.D. at the

University of Michigan, he was recruited in 1951 into the new Spectroscopy Section in the

Division of Physics at the National Research Council in Ottawa, where he pu_ his wartime

radar experience to good use in setting up an important laboratory in microwave spec-

troscopy. This rapidly became one of the major world centers for microwave spectroscopy,

and many of the notable international figures in the field worked with him as postdoctoral

or visiting workers.

As a microwave spectroscopist, Cec was noted for his careful work, and insight into the

problems of accurate molecular structural determination. He largely resolved the ambigu-

ities then encountered among bond lengths and angles determined from different isotopic

variants of a molecule in a seminal paper in 1953 which showed that the systematic isotopic

substitution of each atom led to a consistent set of structural parameters. The "Costain

rs-structure" quickly became the standard technique in the field.
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In 1972, Cec left the Spectroscopy Section and became head of the Time and Frequency

Section of the Physic_s Division of NRC. There he oversaw the development, by AI Mungall,

of the NRC cesium clocks used as Canada's primary standards of time and frequency with

accuracies of 5x10 -14. He improved the dissemination of accurate time throughout Canada

by radio, telephone, and satellite. He put into operation talking clock systems and computer

time systems which give accurate time by telephone. He was also pivotal in early interna-

tional comparisons of time scales using the Hermes, Symphonie, and Anik geostationary

satellite for two-way time transfer amongst NRC (Ottawa, Canada), NIST (Boulder, Col-

orado), USNO (Washington,D.C., USA), LPTF (Paris, France), and PTB (Braunschweig,

West Germany), achieving a precision as good as 0.2 nanosecond.

Cec worked for many years trying to persuade governments to extend the period of daylight-

saving time. He was pleased when his suggestions wee finally accepted by North Amer-
ica. He was elected as a Fellow of the Institute of Electrical and Electronics Engineers in

1981, "For leadership in the development of primary frequency standards and two-way time

transfer techniques via geostationary satellites". He continued in charge of Canada's time
standards until his retirement from NRC in 1986.

He served as President of the Canadian Association of Physicists 1980-1981 and in 1985

he was honoured with the presentation of their Medal for Achievement in Physics. He was

elected as a Fellow of the Royal Society of Canada in 1974. These honours were richly

deserved, and Cec continued to play an active role in support of science until his untimely
death.

Cec was loved and respected by all who knew him for his integrity and his contagious

enthusiasm. We are proud to have had him as a colleague and as a friend. He will be

greatly missed in the years ahead.
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IN MEMORIAM--FRANCIS H. MULLEN

Ron C. Roloff

Frequency and Time Systems

34 Tozer Road

Beverly, Massachusetts 01915

It is with deep regret that we announce the death of Francis H. Mullen of Reading, Mas-

sachusetts at his home on February 10, 1993. He was 62 years old.

Frank was born in Worcester, Massachusetts and attended St. Peter's High School, Worces-

ter Junior College and the Wentworth Institute. He joined the U.S. Ai_ Force and was a
veteran of the Korean Conflict.

Frank is remembered for his extraordinary dedication to Cesium Standards over a period of

more than thirty years. He was involved in the engineering, operations, and sales of Cesium

Standards. While his main strength was always sales, he also had a world wide reputation

for technical knowledge, integrity, and dedication.

It was once said that Frank had a miniature Cesium Standard implanted in his brain because

he was always contemplating a better cesium and a better use for Cesium Standards.

Frank started selling Cesium Standards in the early 1960's for the National Company. His
first sales were the vacuum tube Cesium Standards of the time. He was Sales Director at

National Radio from 1971 through 1980. He started with Frequency and Time Systems,

Inc. in January of 1980. During his years at FTS, he was Manager of Government Sales,

Product Manager for Cesium Standards, and Sales Manager for Cesium Instruments. He

received a merit reward for "Outstanding Salesmanship" in 1982.

Frank was a member of the PTTI for many years. He served in various roles in the organi-

zation. His most recent position was that of Exhibit Chairman.

He was also a member of the Old Crows Association.

He is survived by his wife, Jean M. (Butler) Mullen, 2 daughters, his mother, Vera (Hildreth)
Mullen, a brother and 3 sisters.

His work for the PTTI and the community will be sorely missed. We have lost a good friend

and an active participant in the Frequency and Time field.
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Opening Address

Captain Winfield Donat, III, USN

Superintendent, U.S. Naval Observatory

It is, indeed, my pleasure to welcome you to the 24 th Annual PTTI Planning and Applications

Meeting, and, at the same time have the opportunity to make a few comments at the outset.

Today, the field of Precise Time and Time Interval seems to be a real enigma, because it seems

to violate one of the fundamental paradigms of good timekeeping. The ideal condition in

timekeeping is usually described in terms of a well-defined, repetitive phenomenon, one that

never varies, both in the short term and in the long term. Stability is the key! But when one

looks at the field of PTTI these days, one sees change, innovation, and exciting technological

advances. Because we did things a certain way yesterday in no way means that we will be

doing it the same way tomorrow.

The fundamentals of PTTI change as new technological advances are incorporated into systems;

and, now, change is truly commonplace in our field. With the new technology, current and

potential users are closely reviewing the possible applications to do their jobs more accurately,

more securely, faster, and more cheaply. Yes, the "C-word"... change.., extends these days far

beyond the political arena, and our historically quiet and constant area of interest is anything

but quiet and constant today.

In one area, near and dear to my heart, we can see this most clearly. The nation's Master

Clock at the USNO is a dynamic, evolving entity. If anyone here visited the USNO a year

or more ago, then please visit again because you will see change. As you know, the USNO

Master Clock is a very unique timing system. It is the heart of all DoD timed systems and

is the national time reference. It is the real-time, physical realization of a mathematical time

scale based on a large number of diverse clocks. Currently, all of these clocks are located on

the grounds of the USNO. But that will not be the case in the near future.

Historically, the USNO has used a network of Precise Time Reference Stations (PTRSs) to

distribute and monitor time in different geographical areas, but they have not served in the

Master Clock system per se. As we reported in our Annual Summary of PTTI Requirements and

Operations this year, the establishment of our Ultra-High Precision Time Reference Stations

(UHPTRSs), to serve as a part of the Master Clock, will change the single-site Master Clock

concept. We expect that this new type of timing facility will include some of the latest

developments in clock systems technology and environmental stability currently achievable. It is

an exciting, new concept in the way time will be kept, computed, and distributed in the future.

It is the first step toward a distributed timekeeping infrastructure, a node with significant timing

capability, in support of what is anticipated to be increasing requirements of PTTI systems in



the DoD and throughoutour nation.

Over the pastyear, I havebecomemore and more concerned over the need to increase the

precision and interoperability of timed DoD systems. In order to derive the full measure
and benefit of military systems within constrained resources, the need for standardization and

automation is essential. While it may not be obvious to all end-system users, there are many

systems in which timing is imbedded, even hidden, in the overall specifications, but is vital to

the system achieving its specified performance.

In order for these systems to reach specifications, timing requirements must be addressed and

clearly articulated in development. Such systems will-no doubt-take advantage of the rapid

improvements being made. For example, through sophisticated mathematical techniques, a

local timekeeping system in very remote areas can be maintained with impressive stability.

Systems engineers are and will continue to incorporate into their projects other such advances
in order to reduce and remove the traditional human interface with timed systems.

Historically, the fields of navigation and timing have been strongly linked. From the times

when the Englishman John Harrison made his seagoing chronometer, to our modern satellite

navigation systems, clocks have played a major role in navigation systems. In order to get a mile

accuracy in his position, Harrison's clock only had to keep time to within 4 seconds. Today, our

modern navigation systems-TRANSIT, LORAN, OMEGA, Global Positioning System-with

their clocks can determine position very much better, GPS in fact to within meters, the latter

corresponding to several tens of nanoseconds accuracy.

While time has played such an important role in navigation, it is appropriate to note that

navigation systems have played an important role in PTTI, as well. Having knowledge of

one's position by some means allows the PTTI user to derive time from all modern navigation

systems with greater simplicity than actually deriving position. In the early sixties, the PTTI

community was getting time from the Navy Navigational Satellite System (TRANSIT) to about
35 microseconds on a routine basis. LORAN-C allowed the timing community to get time to

about 200 nanoseconds on a regular basis. Even Omega was used for a while for timing.

Of course, along came GPS. GPS now has 19 satellites in orbit providing not only the best

navigational data available to DoD components, but also the best timing data that have ever

been made available to the vast majority of PTTI users in the field. GPS PTTI performance

over the last year, as in previous years, has improved. While the GPS system time is kept to

within one microsecond of UTC(USNO), as a time transfer mechanism it provides precise time

to users at an accuracy to within plus/minus one hundred nanoseconds of UTCCLISNO).

Similar to the field of navigation, the atomic clocks used in our laboratories have seen significant

progress over the last few decades. The workhorse of the industry, the cesium-beam clock,
was introduced in the early sixties. It kept time to within several hundred nanoseconds from

day to day. By the early seventies, the high performance cesium-beam tube was introduced.

These docks kept time to about 20-40 nanoseconds per day. Today, we have on the market

an improved version that promises to minimize the effect of environmental conditions on clock

performance. Preliminary data indicate that these new docks are performing remarkably well

in a variety of conditions. Another great stride forward.
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New timing procedures are showing up everywhere. The evolution and transformation of one

of our national communications systems into a state-of-the-art digital network using GPS as

the precise time source, rather than an independently maintained clock system, shows the

capabilities that ate being integrated into many timed systems. Obviously, both efficiency and

effectiveness were served in this upgrade. Other national communications networks rely on
precise time from LORAN.

During the year, several other areas have made some new strides forward. Regularly scheduled

two-way communications satellite time transfers between North America (USNO) and Europe

(Technical University of Graz [TUG] & Observatoire de la COte d'Azur [OCA]-were inaugurated

utilizing an INTELSAT satellite. Envisioned international networks, such as this, will soon

become a force in the improved development of the international time scale. I consider these

to be important events for several reasons, including the Observatory's need to coordinate

the DoD time reference standard with other international standards to ensure continuity of

precision, and the strengthening of time coordination that supports our European allies.

In addition, the use of laser pulses to synchronize clocks between North America (McDonald

Observatory) and Europe (OCA) was accomplished for the first time. This technique still holds

the promise of being the most accurate time transfer method currently possible. Time transfer

accuracy around 300 picoseconds was realized in this exercise.

Yes, everywhere we look today in the timing business, change is at hand. The magnificent work

of so many has delivered to us great technological capabilities. Our challenge is to be smart in

their use. PTTI is becoming such a important part of our everyday life that we cannot afford

to ignore the necessary considerations regarding infrastructure support and compat_ility.

Certainly in the DoD, precise time plays an ever-increasing role in effective employment of our

assets, and in this age of sophisticated weaponry and very complex battle-group management

and tactics, split second timing is far more than just a catch phrase. We must be always conscious

of the need to address issues' of precise time calibration and verification; interoperability of

multiple systems; precise coordination of sensors and fire control systems, communications links

and navigation systems; internal precise time distn"oution and local control; physical vulnerability

and risks to critical timing sources; and overall data fusion.

Even the PTTI Meeting has innovation this year. Over the years, the PTTI meeting has
attempted to bring together the users and the developers of PTTI. Sometimes there ha,/e been

panels which discussed a topic relevant at the time. This year we are hoping to make you-the

attendees-the panel. It is very important that we get you to share your experiences and

learn about operating systems and those nearing operational status in regard to their timing

capabilities. We also need to know what the future needs are for timing support. Clearly,

realizing the extent of change today forces us to become very aggressive in planning for the

timing support for tomorrow's systems.
I

This afternoon, we will have a set of three workshops. All attendees are strongly encofiraged

to voice their opinions, concerns, and requirements. Speakers are encouraged to join in, too.

In order that the thoughts brought out during the workshop become more focused and more

useful as background for the numerous discussions which take place during the meeting, Dr.

Winlder will summarize the results of the workshop. His comments will surely be a catalyst in

3



fosteringthe exchange and sharing of ideas.

It is the purpose of this conference to stress the important role of PTTI to everybody concerned

with timed systems, e.g., engineers, managers, planners, users, designers, etc. The role of this

meeting cannot be underestimated. It is the ONE conference not edicated solely to the

"technologists" of the industry. Its audience is broadband, and we have attempted to bring in

people whose interests in the subject range across the constantly expanding PTFI field of today.

So, I wish you every success in this conference and am excited to join with you as we benchmark

and assess the ever-changing world of precise time and time interval.
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Abstract

The precision time keeping system (TKS) in the Global Positioning System (GP$), Block IIR
satellites is designed to operate under severe natural and man made environmental conditions.
The Block IIR TKS provides precise, autonomous time keeping for periods of up to seven months,
without the intervention of the GPS Control Segment. The TKS is implemented using both linear
and non-linear controls. The resulting TKS architecture uses a hybrid analog/digital phase locked

loop (PLL). The paper provides details of the design and analysis of the TKS. The simulation
techniques and the test bed activities used in performing the TKS design trade-offs are described.
The effects of non-linear controls are analyzed using a TKS computer simulation of the PLL.

The results from a hardware test bed are provided that verify desired TKS operation. The design
criteria for the TKS computer simulation and the hardware test bed are indicated. The concepts
for verification and testing of the TKS computer simulation and hardware test bed are presented.

GPS BLOCK IIR

Global Positioning System (GPS) is an all weather, worldwide, passive navigation system that is

currently in use for a variety of land, water, air, and space navigation applications. ITT Aero-

space/Communications Division(ITT A/CD) is a leader in the development of space payloads and

has been involved in the design of various portions of the GPS space segment from the inception in

mid '70s. ITT is currently developing the Total Navigation Payload (TNP) for the next generation

(Block IIR) GPS satellites. Block IIR GPS satellites provide longer life, improved performance,

crosslink ranging and enhanced crosslink communication capabilities. The Block HR TNP also

provides autonomous operation for up to 210 days without Control Segment intervention. Au-

tonomous navigation is achieved using a two way ranging and data exchange process between the

GPS satellites in the constellation. Further details of GPS Block IIR Autonomous Navigation

(AutoNav) can be found in [1].

TIME KEEPING SYSTEM

The Time Keeping System (TKS) is the heart of the GPS TNP and provides an accurate time base

for each satellite in the GPS system. TKS derived timings are used to provide accurate timing for

'Dr. H. C. Rawicz is a]so an assistant professor at Trenton State College, Trenton, NJ.



theotherpayloadsin theGPS satellites and also constitutes the reference to the navigation ranging

signals. CPS user receivers de_ermine accurate time, 3D position and 3D velocity by measuring

ranges and range rates to a set of four CPS satellites. The accuracy of the user's position, velocity

and time determination depends on the accuracy of the data transmitted to the user, the geometry

of the four satellites used and the precision of the TKS system.

TKS ARCHITECTURE

The TKS loop architecture is a Phase Lock Loop (PLL) based implementation that has enhanced

single event upset and radiation performance. Figure 1 shows the block diagram of the TKS

architecture. A detailed description of the TKS architecture can be found in [2]. The TKS system

utilizes two frequency sources, one is a reference frequency source (derived from an atomic frequency

standard) and the other is a system frequency source (derived from a VCXO). The system frequency

source (10.23 MHz) is the output pf the TKS system that provides precise timing to GPS satellites.

The two frequency sources are coupled via a sampled data control loop, referred to as tile TKS

PLL. The 10.23 MHz TKS system clock has the excellent short term stability of the VCXO and

the excellent long term stability of the atomic frequency standard (AFS). The exact value of the

AFS's natural frequency is not critical. The TKS system can be used with either a Cesium AFS

(CAFS) or a Rubidium AFS (RAFS). This paper will primarily concentrate on TKS performance
when using RAFS. The AFSs natural frequency is approximately 13.4 MHz. The two frequency

sources are independently divided to provide a 1.5 second reference epoch signal and a 1.5 second

system epoch signal. The phase difference between these two signals are precisely measured by a

hardware phase meter. The output of the phase meter is the driving signal for the TKS PLL which

is implemented in software.

TKS LOOP

The TKS phase lock lo0p (PLL) combines: (1) the excellent short term stability of a voltage

controlled crystal oscillator (VCXO) to enable superior short time interval TKS accuracy, and (2)

the excellent long term stability of the AFS to enable superior long time interval TKS accuracy.

The selection of the loop time constant enables proper selection of this crossover between VCXO

and AFS stabilities. Varying the crossover time interval will have an impact on the TKS output

Allan Variance. A shorter crossover interval increases the contribution of hardware component

noise to the Allan variance. A longer crossover interval increases the contribution of VCXO drift

to the Allan variance. Effects of this trade-off are discussed later using simulation results.

The software implementation of the control loop also allows clock corruptions to be easily added to

limit the accuracy provided to unauthorized GPS users. To maintain full accuracy for the autho-

rized users who have access to the clock corruptions, the gain of the VCXO has to be periodically

estimated. The TKS performs an open loop gain characterization of the VCXO initially, and sub-

sequently, when the loop is closed and tracking, the gain is periodically updated using a minimum

mean square estimator. The estimated gain of the VCXO from its digital frequency command to

its analog frequency output (the VCXO transfer function) is compensated for by the gain control

so that the gain from the output of the PLL compensation filter to the VCXO output is kept at

unity to within small fractions of a percent under all conditions. This compensation enables the
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authorized users to achieve the full accuracy of the TKS system. Without the compensation, this

gain could vary several percent causing noticeable TKS accuracy degrad'ation.

The heart of the gain control is an equation which has as its input the digital frequency command

from the PLL loop filter and as its output the digital control value that drives the VCXO input.

The gain tracking uses a localized linear equation around the operating point of the VCXO. The

gain control technique takes advantage of the small variations used for clock corruptions, as they

are within the linear range of the VCXO at normal operating points. The gain tracking algorithm

measures the changes in the VCXO transfer function during the period the clock corruptions are

being applied. Any changes in gain are decoupled from the PLL output by modifying the frequency

command at the same time the gain equation is changed so that the output will not exhibit any

step changes. The performance improvements achieved using gain compensation are described in
later sections.

TKS SIMULATION

The TKS simulation activity was undertaken: (1) to get insight into the performance prior to

the availability of flight hardware and software, (2) to evaluate the algorithms for compliance to

required performance, (3) to refine the algorithms and simplify them for ease of implementation, (4)
to perform algorithm trade-offs and (5) to reduce development risk. The simulation also allowed

the algorithms to be verified at an accelerated time compared to real-time, and used a higher order
programming language, enabling faster performance evaluation.

The TKS simulation implements the difference equations that describe the Z transform of the TKS

hardware, and the algorithms of the TKS software. The hardware error sources are also modeled.

The block diagram of the TKS simulation is shown in Figure 2.

There are three major error sources in the TKS system, namely: the AFS, the VCXO, and the

phase meter. The phase meter outputs the digital phase difference between the two oscillators and

is the error detector for the PLL. In order to accurately simulate the PLL, the three error sources

are modeled by noise generators that have the specified Allan Variance of each error source.

The AFS noise is simulated by combining two Allan Variance noise generators, an initial slope
of T -°'5 for small and moderate T, and a final slope of TO for large TAU. The actual AFS has a

slope of TO for very small T. This can be ignored because the PLL bandwidth is such that the

PLL dramatically attenuates the Allan Variance of the AFS input for TAUs almost an order of

magnitude larger than the maximum r of the ignored portion. The inherent drift of the AFS is

also ignored because the GPS Control Segment measures and compensates for that drift as part of

its normal procedures. The resulting Allan Variance of the RAFS is shown in Figure 3.

The phase meter noise is simulated using a uniform random number generator. The TKS phase

meter has a 600 MHz oscillator which is used to measure the length of the phase interval. The

random number represents the phase of the oscillator at the start of the phase error interval. The

output of the simulated phase meter is the oscillator period multiplied by the number of counts in

the phase error interval. The phase meter noise is the difference between the phase meter output
and the actual phase error interval. Drift in the frequency of the phase meter oscillator can be

neglected as it causes an insignificant change in the quantization interval. Random noise pickup
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in the phase meter circuitry is also neglected due to its high frequency nature compared to the

forward path bandwidth of the PLL. The resulting Allan Variance of the phase meter is shown in

Figure 4.

The VCXO noise is simulated using an Allan Variance noise generator with an initial slope of r ° for

small rs and an Allan Variance noise generator with a slope of T°'5 for moderate and large TAUs

to represent the drift in the VCXO. The resulting Allan Variance of, the VCXO is shown in Figure

5.

The Allan Variance noise generator used for generating a TO slope is a modified version of the one

presented in [3]. The Allan Variance noise generator used for generating a __-0.5 slope is obtained by

integrating the output of a Gaussian random number generator. The Allan Variance noise generator

used for generating a T°'5 slope is obtained by double integrating the output of a Gaussian random

number generator.

TKS HARDWARE TEST BED

The TKS hardware test bed_ which consists of brassboard and engineering development model

(EDM) hardware, was used to accelerate development of TKS algorithn_s on the real hardware, prior
to the availability of flight hardware. The test bed provided an early, fast, low cost demonstration

of the feasibility of the VCXO loop and validated the performance of the operational hardware,

and the TKS algorithms. The test bed also provided confirmation of the correctness of the TKS

simulation model. The use of off the shelf hardware and test software with only the functions needed

to test the PLL has made the cost of the hardware test bed minimal. The test bed activities enabled

improvements in hardware and software. The test bed was upgraded as more and more flight like
hardware were available. The test bed activities provided considerable reduction in the development

risk of the flight hardware meeting TKS performance needs. It also enabled a through testing of

the TKS with specially designed test bed tests. The following paragraphs describe the test bed

development.

The initial test bed had no EDM hardware. The AFS 13.4 Mhz signal was provided by a HP

3325B synthesizer driven by an off the shelf EG&G 10 MHz RFS-10 Rubidium oscillator. The

reference and system epoch generators used existing counters which ITT A/CD had built as part

of a demonstration unit for a precursor program to the present CPS Block IIR program. The

software algorithIns were programmed and executed using the C language on an IBM compatible

AT 286 PC. The phase meter function was performed by an off the shelf CT-100 Universal Counter

PC card with a precision of 0.1 nanoseconds. The test bed used a demonstration unit digital VCXO

at 10.23 MHz (nominal center frequency) with a digital input that drove two precision digital to

analog converters to control the output frequency.

The initial test bed demonstrated the feasibility of generating a precision GPS 10.23 MHz signal

using a VCXO that was locked to an AFS at a different non harmonically related frequency. The

output signal was phase locked to the AFS, with and without clock corruptions, to within a fraction

of a nanosecond. This initial demonstration program used externally generated values for centering

the VCXO and compensating for the VCXO transfer function.

In the past year, as EDM hardware became available, they were incorporated into the test bed and
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checked out. First, the demonstration VCXO was replaced by a single thread VCXO with the same

input controls as the EDM unit and then the single thread unit was replaced by a dual unit flight

configuration EDM VCXO. Also a phase meter which has the same 600 MHz counting technique

and the same 1.67 nanosecond quantizing noise as the flight phase meter was incorporated into

the test bed. In addition, the software was upgraded to use the operational centering, VCXO

gain control and gain tracking. The rest of the hardware was unchanged except that the PC was

upgraded to a 386 machine. With the new software and hardware, the test bed TKS system could

center, characterize, and track the AFS to a fraction of a nanosecond without any outside values
or assistance.

The test bed performance was compared to the prediction of the TKS simulator and theoretical

calculations. As shown below, there was agreement between the measured test bed performance

and the predicted performance. The success of the cross check has provided confidence in the GPS

TKS design in general, including the correctness of the hardware design, the software algorithms,
and the TKS simulator.

CO-VERIFICATION OF TKS SIMULATION AND TEST BED

The first step to co-verification was to insert a step function into the error in the PLL hardware

test bed. This was accomplished by adding a constant to the digitized error in the test bed control

computer and monitoring the digitized error after the step function insertion point for a period

of time. Exactly the same step function was inserted at exactly the same point in the simulation

and exactly the same monitoring was performed. Figure 6 shows an overlay of the two monitored

points, one in the simulation and one in the test bed. Note that the two transients differed only by

the noise pickup present at the test bed error point. This showed that the deterministic dynamics
of the test bed and the simulation matched.

The next step was to record the digitized steady state error at the output of the phase meter

of the hardware test bed and exactly the same point in the simulation. These errors were then

used to compute the Allan Variance of the phase meter error for the hardware test bed and the

simulation. The shape of the Allan Variance curves matched, however the amplitude was different.

The difference was due to the smaller quantization of the purchased phased meter initially used in
the test bed.

A brassboard phase meter was built which used the same design parameters as the production

phase meter. This unit was placed in the test bed. There was initially a question as to whether the

brassboard unit was working as designed. Open loop tests of the phase meter were performed, but

inherent drifts in the test bed ,prevented statistically usable results. The solution was to sample

the closed loop, steady state error at the output of the phase meter in the test bed and compute

its Allan Variance for comparison to the equivalent Allan Variance from the simulation. Figure

7 shows the results with the PLL subject to pseudo clock corruptions and on line gain tracking.

Note that at low TAU where the phase meter noise would dominate, there was less than 10%
difference between the Allan Variance curves from the test bed and the simulation. This led us to

the conclusion that the simulation of the phase meter was correct, that the brassboard phase meter

was also operating as designed, and that the difference was attributable to the noise pickup in the

system.
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TKS PERFORMANCE TRADE-OFFS

The bandwidth of the PLL is chosen to achieve the best TKS Allan Variance (at the output of

the PLL). This selected bandwidth is such that it attenuates the effects of the AFS and the phase
meter for small TAU and the effect of the VCXO for large TAU. Figure 8 shows that if the PLL

time constant is too small, the phase meter noise at the output get too large. It also shows that

if the PLL loop time constant is too long, the drift of the VCXO gets too large. The result was a

loop time constant which was a tradeoff between the two noise effects at the output of the PLL.

The bandwidth of the PLL also affects the transient responses to steps and ramps that might

be caused by an undesired _vere environmental disturbance. Figure 9 shows how the transient

response changes as a function of the PLL time constant. It shows that the smaller the time

constant, the faster the response and the smaller the peak. Therefore the smaller time constant is

desirable from a transient point of view. The TKS design uses a dual time constant: a short time

constant during transients and a long time constant during steady state. Figure 10 compares the

initial lock-on transient using switched, dual time constants and using a single long time constant.

The reduction in settling time and amplitude deviation is dramatic.

The PLL has to operate cl(_sed loop to make the VCXO output exactly follow the AFS phase plus

the clock corruptions that have been introduced. The simulation was used to determine the effect

of clock corruptions on the closed loop operation compared to a case with no corruption. Clearly
the unauthorized users who do not have access to the clock corruptions will see their time, range s

and range rate accuracies degrade. On the other hand, the authorized users who have access to the

clock corruption values can remove the effects of the clock corruptions and achieve full accuracy of

the TKS. Figure 11 shows that there is a very small increase in the Allan Variance at the output

of the PLL when clock corruptions are in effect. This will be the TKS performance available to the

authorized users.

The implementation of clock corruptions as an open loop perturbation requires VCXO gain tracking.

The algorithm for gain tracking _as implemented in both the simulation and the test bed. Figure 12

shows the computer simulation output Allan Variance with and without gain tracking. There was

no significant difference between the two graphs. Note that Figure 7 is the Allan Variance for the
test bed and the computer simulation of the phase meter output in the presence of clock corruptions

and gain tracking. The results agree to within about 10-20%. This shows that the hardware and

the simulation agree, validating the VCXO characterization and gain tracking approaches and

algorithms in the presence of clock corruptions.

To insure that there was no interaction between the stability of the system and the non-linear

characteristics of the VCXO gain tracking algorithms, a BODE plot was made of the simulation

with gain tracking activated. Figure 13 is the results of this test and indicate that there is no
detectable deviation in the BODE plot with and without gain tracking. Also, the BODE plot is

what was expected based on the deterministic design of the PLL, and shows sufficient gain and

phase margins, ensuring the stability of the design.
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CONCLUSIONS

As expected, the simulation and test bed activities were valuable tools that enabled the TKS design

and development, prior to the availability of the flight hardware, thereby mitigating the development

risk. The resulting TKS design with dual time constant has excellent transient behavior and steady

state stability, providing a near optimal TKS system.
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Abstract

It has been clear for some time that a desirable and necessary step for improvement of

the accuracy of GP$ time comparisons is to establish GPS standards which may be adopted

by receiver designers and users. For this reason, a formal body, the CCDS Group on GPS

Time Transfer Standards (CGGTT$), was created in 1991. It operates under the auspices of

the permanent CCDS Working Group on TAI, with the objective of recommending procedures

and models for operational time transfer by the GPS common-view method. It works in close

cooperation with the Subcommittee on Time of the Civil GPS Service Interface Committee.

The members of the CGGTT$ have met in December 1991 and in June 1992. Following

these two formal meetings, a number of decisions have been taken for unifying the treatment of

GP$ short-term data and for standardi_ing the format of GPS data files. A formal CGGTT$

Recommendation is now being written concerning these points. This paper relates on the work

carried oat by the CGGTT$.

INTRODUCTION

At present the accuracy of worldwide time transfer using GPS in common view can reach the

level of a few nanoseconds provided that some precautions are taken (accurate GPS coordinates,

measured ionospheric delays and precise ephemerid_s) [1]. But at such a level of accuracy other

problems arise. These arise mai01y from the lack of standardization in commercial GPS receiver

software and hardware, and there is also a need to remove SA effects [2, 3].

A group of fifteen experts has been formed for drawing on user and manufacturer siandards for

GPS time receivers to be used for common-view time transfer. This group, the CCDS Group

on GPS Time TrarLsfer Standards (CGGTTS) operates under the auspices of the permanent

Working Group on TAI of the Comitd Consultatif pour la Ddfinition de la Seconde.

The CGGTTS can undertake formal actions. These actions are considered by the CCDS, which

in turn may choose to transmit some of them in the form of recommendations to the Comitd
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InternationaldesPoidset Mesuresand thento the ConfdrenceGdn_raledesPoidset Mesures.
TheCGGTTSiscomplementaryto theSubcommitteeonTimeof theCGSIC(Civil GPSService
InterfaceCommittee)which ismainly aforumfor theexchangeof informationbetweenthe US
military operatorsof GPSand thecivil timing community.

The CGGTTSorganizedan openforum on GPSstandardization,whichwasimmediatelyfol-
lowedby thefirst formalmeetingin Pasadena(California,USA)in December1991.Theminutes
areavailablefrom the Secretaryof the CGGTTS(BIPM). Theseminutes,sentin March1992
to nationaltiming centersand to GPSreceivermanufacturers,includea proposedGPSdata
format anda letter callingfor feedback.Thediscussionwasthenopenandthe membersof the
CGGTTS,takingtheopportunityofferedbythe CPEM'92,decidedto meetin Parison11June
1992.Theobjectivesetfor this 2ndformalmeetingwasto takeafinal decisionaboutthe GPS
data formatandto agreeonits scheduleof implementation.Formally,thesedecisionsshouldbe
written in a CGGTTSRecommendation.

DECISIONS TAKEN DURING THE 2ND FORMAL MEET-

ING

The detailed discussion held during the 2nd formal meeting in Paris can be found in 'The

Report of the 2nd Meeting of the CCDS Group on GPS Time Transfer Standards'. This Report

is available from the Secretary of the CGGTTS (BIPM). Here only a brief summary is given.

1. Implementation of new software in GPS time receivers

The National Institute of Standards and Technology (NIST, Boulder, Colorado, USA) is ready

to prepare new EPROMs to incorporate in present GPS time receivers of the NIST type. The
final version of these available by June 1993.

The NIST-type GPS time receivers are either prototypes, made by NIST, or commercially

available devices made by Allen Osborne Associates (California, USA). NIST will send new

EPROMs to laboratories equipped with NIST prototypes. Allen Osborne Associates should

provide new EPROMs to laboratories equipped with commercial NIST type receivers. These

EPROMs will be copies of NIST EPROMs. Other GPS time receiver manufacturers will have

to prepare and distribute their own EPROMs.

2. Reference time scale_ start-time and mid-point of a GPS track

The CGGTTS adopted the international time scale UTC as unique reference time scale to

monitor GPS tracks. It follows that the BIPM must issue a new type of International GPS

Tracking Schedule in which startTtimes of tracks, defined as the actual first UTC second of

satellite observation, are explicitly given. Possibly Schedule n22 (December 1993) will be of this

new type. In addition, the track-length is definitively chosen by the CGGTTS to be 13 minutes

(780s).

The choice of UTC as the reference time scale, of the actual first second of observation as
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the definition of the start-time of a track, and of 780s as the fixed track-length, allows the

computation of strict common-views (i.e. synchronised to within the ls) necessary to reduce

on-board clock dither effects, brought about by SA, to less than a nanosecond.

The CGGTTS next decided that most of the quantities reported in the GPS data files should be

reported at the actual mid-point of the track, defined as the mid-point of the actual observation.

3. Short-term data processing

The CGGTTS defined a standard for how short-term data should be processed in the receiver.

This is explicitely given in Annex I of this paper.

The CGGTTS also insisted on the necessity of using standardized models, in particular for

estimating ionospheric and tropospheric delays, when these models are already proposed in the

Interface Control Document of the US Department of Defense or in the NATO Standardization

Agreement (STANAG).

The observation results, i.e. the time differences [Local reference clock - GPS time] reported

for each track, must include the estimation of ionospheric and tropospheric delays as obtained

through these models. Room i's available somewhere else in the GPS data file for reporting

measured atmospheric delays.

4. Data format

The detailed data format chosen by the CGGTTS is given in Annex II of this paper. Only some

specific remarks are given here:

The Modified Julian Date (MJD) is not truncated, i.e. it is given in 5 columns.

All quantities, including satellite elevation and azimuth, results of observations and esti-

mates of modelled or measured tropospheric and ionospheric delays, are reported at the

mid-point of the track, except the time of the track, given in hours, minutes and seconds,

which is reported at the start-time of the track.

A file header is created. It includes the name of the receiver maker, the receiver type, the

receiver serial number, the software version number, the channel number, the description

of the ionospheric measurement system, the name of the laboratory, the coordinates of the

station and different delays entered in the receiver.

The parameter Issue of Data Ephemeris, which identifies the broadcast ephemerides used

by the receiver to compute pseudo-ranges during a given track is added to the format.

Occasionaly missing data are represented by a series of successive 9s.
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5. Other problems

The CGGTTS recalled that an additional step towards increased accuracy would be the use of a

semi_empirical model for estimating tropospheric delays. It would be then necessary to record

outside environmental parameteYs such as temperature, humidity and pressure.

The CGGTTS could take the Opportunity of EPROMs change to ask makers for the implementa-

tion of an option allowing the output of short-term data and of all parameters and fundamental

constants used by the receiver. The CGGTTS also suggested that GPS time receivers should

be able to cover the 24 hours of a day with regular tracks.

CONCLUSIONS

A Draft Recommendation including the conclusions of the discussions held during the 2nd formal

meeting of the CGGTTS has been prepared and is given below. A 3rd formal meeting of the

CGGTTS will be necessary for reaching a definitive agreement about this Recommendation,

which may be proposed at the CCDS during its next meeting (March 1993).
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DRAFT RECOMMENDATION

The CCDS Group on GPS Time Transfer Standards,

considering

that the observation, using the common-view method, of satellites of the Global Position-

ing System, is one of the most precise and accurate methods for time comparison between

remote clocks kept on the Earth or in its close vicinity,

that this method has demonstrated capabilities for providing accuracy at the level of lns,

when using accurate GPS antenna coordinates, post-processed precise satellite ephemer-

ides, measured ionospheric delays and the results of campaigns of differential receiver

calibration,

• the need for removing the effects of Selective Availability, currently implemented on Block

II satellites,
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• the lack of standardization in commercial GPS time receiver software, which threatens the

• sub-nanosecond level in the accuracy of GPS time transfer,

recommends,

• the use of UTC as the unique reference time scale for monitoring GPS satellite tracks,

• that the BIPM continues to prepare the regular International GPS Tracking Schedule, for

observation of GPS satellites in common-view, in which the time of a track is characterized

by the start of the first second of observation and in which the length of each track is fixed

to 780s,

• that short-term data processing be performed according to a unique method detailed in

Annex I,

• that all modelled procedures, parameters and constants, needed in short-term data pro-

cessing be deduced from the information given in the Interface Control Document of the

US Department of Defense or in the NATO Standardization Agreement (STANAG), and

be updated at each new issue,

• that short-term data, parameters and constants used by GPS time receiver software be

output according to the user's will, thanks to the implementation of an adequate option

in the receiver operation,

• that GPS time receiver should be able to cover the twenty-four hours of a day with regular

tracks,

• that GPS data be recorded and transmitted in data files arranged according to the data

file format given in Annex II, including in particular a header with detailed information,

and where most of the quantities are reported at the actual mid-time of tracks.

• that GPS time receiver manufacturers act towards the concrete implementation of these

new dispositions.

ANNEX I

GPS short-term data processing

Short-term data processing is performed as follows:

i) Pseudo-range data measurements are taken every second, the first second corresponding to

the nominal starting time of the track.

ii) A least-squares quadratic fit is applied to periods of 15s length, the quadratic fit result is
estimated at the mid-point of the 15s period.
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iii) Broadcast ephemeris and other broadcast and modelled parameters are evaluated at the

time corresponding to the mid-point of the same 15s period; these corrections are applied
to the results of ii).

iv) The nominal track length is 780s.

v) At the end of the track, a least-squares linear fit is performed to all the data resulting from

iii). The result of this linear fit is made up of an estimate of the quantity to be measured,

reported at the mid-point of the actual track, and of a slope and arms given in the GPS
data file.

ANNEX II

CCDS GPS Data Format Version 1

The CCDS GPS Data Format Version 1 is composed of:

i) a file header with detailed information on the GPS equipment (line 1 to 12),

ii) a blank line (line 13),

iii) a line header with the acronyms of the reported quantities (line 14),

iv) a unit header with the units used for the reported quantities (line 15),

v) a series of data lines, one line corresponding to one GPS track. The data lines are ordered

in increasing chronological order (line 16, 17, 18, etc.).

Note: * stands for a blank and text to be written in the data file is indicated between ' '

1. File header

Line l: 'CCDS*GPS*DATA*FORMAT*VERSION*I'

Title to be written. Minimum 30 columns.

Line 2:

Line 3:

MAKER*TYPE*SERIAL NUMBER*YEAR*SOFTWARE NUMBER

Name, type, serial number, first year of operation,
and eventually software number of the GPS time receiver.

As many columns as necessary.
'CH*---*'CHANNEL NUMBER

Number of the channel used to produce the data included in the file,
CH -- 1 for a one-channel receiver. Minimum 5 columns.
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Line 4:

Line 5:

Line 6:

MAKER*TYPE*SERIAL NUMBER*YEAR (IONO CALIB)

Name, type, serial number, and first year of operation of the equipment

used for ionospheric measurements. Blank if none.
Similar to line 2 if included in the time receiver.

As many columns as necessary.

LABORATORY

Acronym of the laboratory where observations are performed.

As many columns as necessary.

'X*=*' X COORDINATE 'm'

X coordinate of the GPS antenna, in m and given with 2 decimals.

As many columns as necessary.

Line 7:

Line 8:

Line 9:

Line 10:

Line 11:

Line 12:

'Y*=*' Y COORDINATE 'm'

Y coordinate of the GPS antenna, in m and given with 2 decimals.

As many columns as necessary.

'Z*=*' Z COORDINATE 'm _

Z coordinate of the GPS antenna, in m and given with 2 decimals.

As many columns as necessary.

'INT*DLY*=*' INTERNAL DELAY 'ns'

Internal delay entered in the GPS time receiver,

in ns and given with 1 decimal. As many columns as necessary.

'CAB*DLY*=*' CABLE DELAY 'ns'

Delay coming from the cable length from the GPS antenna to the main

unit, entered in the CPS time receiver,

in ns and given with 1 decimal. As many columns as necessary.

'REF*DLY*=*' REFERENCE DELAY 'ns'

Delay coming from the cable length from the reference output to the main

unit, entered in the GPS time receiver,

in ns and given with 1 decimal. As many columns as necessary.

REFERENCE

Identifier of the time reference entered in the CPS time receiver,
it can be for instance a clock number or a local UTC.

As many columns as necessary.
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Line 13: blank line.

2. Line header

Line 14: 'PRN*CL**MJD**HHMMSS*TRKL*ELV*AZTH***REFSV*****

*SRSV*****REFGPS****SRGPS**DSG*IOE*MDTR*SMDT*MDIO*SMDI*'

Line to be written when no ionospheric measurement system is in

operation. The acronyms are explained in 4. 10l columns.

or

Line 14: Line 14: 'PRN*CL**MJD**HHMMSS*TRKL*ELV*AZTH***REFSV*****

*SRSV*****REFGPS****SRGPS**DSG*IOE*MDTR*SMDT*MDIO*SMDI*

MSIO*SMSI*ISG*'

Line to be written when a ionospheric measurement system is in operation.

The acronyms are explained in 4. 115 columns.

3. Unit header

Line 15: ***********************************************

.lps/s*****.lns****.lps/s*.lns*****.lns.lps/s.lns.lps/s'

Line to be written when no ionospheric measurement system is in

operation. 101 columns.

or

Line 15: **********************************************

.lps/s*****.lns****.lps/s*.lns*****.lns.lps/s.lns. lps/s

.lns.lps/s.lns'
Line to be written when a ionospheric measurement system

is in operation.
115 columns.

4. Data line

Line 16: column 1: blank.

Line 16: columns 2-3: '12' PRN

Satellite vehicle PRN number. No unit.

Line 16: column 4: blank.
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Line 16:

Line 16:

Line 16:

Line 16:

Line 16:

Line 16:

Line 16:

Line 16:

Line 16:

Line 16:

Line 16:

Line 16:

Line 16

Line 16:

Line 16:

columns 5-6: '12' CL

Hexadecimal class byte. No unit.

column 7: blank.

columns 8-12: '12345' MJD

Modified Julian Day. No unit.

Line 16, column 13: blank.

Line 16, columns 14-19: '121212' HHMMSS

Hour, minute, second at the beginning of the track.

In hour, minute and second referenced to UTC.

column 20: blank.

columns 21-24: '1234' TRKL

Track length. In s.
column 25: blank.

columns 26-28: '123' ELV

Satellite elevation at the mid-point of the track. In 0.1 degree.

column 29: blank.

columns 30-33: '1234' AZTH

Satellite azimuth at the mid-point of the track. In 0.1 degree.

column 34: blank.

columns 35-45: '+1234567890' REFSV

Time difference resulting from the treatment of Annex I, applied on

short-term measurements of [Reference Clock - Satellite Clock],

reported at the mid-point of the track. In 0.1ns.

column 46: blank.

columns 47-52: '+12345' SRSV

Slope resulting from the treatment of Annex I, applied on short-term

measurements of [Reference Clock - Satellite Clock]. In 0.1ps/s.
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Line 16:

Line 16:

Line 16:

Line 16:

Line 16:

Line 16:

Line 16:

Line 16:

Line 16:

Line 16:

Line 16:

Line 16:

Line 16:

Line 16:

column 53: blank.

columns 54-64: '+1234567890' REFGPS

Time difference resulting from the treatment of Annex I, applied on

short-term measurements of [Reference Clock - GPS time],
reported at the mid-point of the track. In 0.1ns.

column 65: blank.

columns 66-71: '+12345' SRGPS

Slope resulting from the treatment of Annex I, applied on short-term

measurements of [Reference Clock - GPS time]. In 0.1ps/s.

column 72: blank

columns 73-76: '1234' DSG

[Data Sigma] Root mean square of the linear fit performed on data

measurements (see Annex I). In 0.1ns.

column 77: blank.

columns 78-80: '123' IOE

[Index of Ephemeris] Three digit decimal code (0-255) indicating the

ephemeris used for this computation. No unit.

column 81: blank.

columns 82-85: '1234' MDTR

Modelled tropospheric delay at the mid-point of the track.
In 0.1ns.

column 86: blank.

columns 87-90: '+123' SMDT

Slope of the modelled tropospheric delay overall the track.

In 0.1ps/s.

column 91: blank.

columns 92-95: '1234' MDIO

Modelled ionospheric delay at the mid-point of the track.
In 0.1ns.
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Line 16: column 96: blank.

Line 16:

Line 16:

columns 97-100: '+123' SMDI

Slope of the modelled ionospheric delay over all the track.

In 0.1ps/s.

column 101: blank.

Line 16: columns 102-105: '1234' MSIO

Measured ionospheric delay at the mid-point of the track.

In 0.1ns.

Line 16: column 106: blank.

Line 16:

Line 16:

columns 107-110: ',+123' SMSI

Slope of the measured ionospheric delay over all the track.

In 0.1ps/s.

column 111: blank.

Line 16: columns 112-114: '123' ISG

[ionospheric Sigma] Root mean square of the ionospheric measurement.
In 0.1ns.

Line 16: column 115: blank.

5. Conclusions

The format for one line of data can be represented as follows:

0000000000000000000000000000000000000000000000

0000000001111111111222222222233333333334444444

1234567890123456789012345678901234567890123456
PI_*CL**HJD**HHI_ISS*TRKL*ELV*AZTH***REFSV*****

********************************************
-12.12.12345.121212.1234.123.1234.+1234567890.
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0000000000000000000000000000000000000000000000000000011

4445555555555666666666677777777778888888888999999999900

7890123456789012345678901234567890123456789012345678901

*SRSV*****REFGPS****SRGPS**DSG*IOE*RDTR*SMDT*MDIO*SMDI*

.1ps/s*****.lns****.lps/s*.lns*****.lns.lps/s.lns.lps/s
+12345.+1234567890-+12345.2234.123-1234-+123.1234.+123.

11111111111111

00000000111111

23456789012345

MSIO*SMSI*ISG*

.Ins.lps/s.lns

1234.+123.123.

An example, made up with fictitious data is proposed in the formal Report of the 2nd Meeting

of the C(](]TTS, available from the BIPM.
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QUESTIONS AND ANSWERS

Judah Levtne, NIST, Boulder, Colorado: It would be very helpful if the new format maintained

some form of error detection and error correction from the point of view of automatic receivers. We run a

real time network of receivers in which all the data is acquired by machine in real time. It would be very

helpful for us to have methods of detecting transmission errors. I think that it'is particularly important in

the header, since errors in the header field may result in interpreting the transmission differently. An error

in the header field may result in the data becoming unreadable.

Mr. Petit: You are right. Actually, this format is the present status of the format, and is nearly the

final form. If anything is to added, is is some kind of parity check, or a similar thing to make sure that, for
example, each line is constituted correctly.
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Abstract

In 1987, the U.S. Department of Defense ('DOD) formally requested that the U.S. Department of

Transportation (DOT) take responsibility for providing an o_ice that would respond to nonmilitary

user needs for GPS information, data, and assistance. DOT accepted this responsibility and in

February 1989, named the Coast Guard as their lead agency for the project. Since that time,

the U.S. Coast Guard has worked with the U.S. Space Command to develop requirements and

implement a plan for providing the requested interface with the civil GPS community.

The Civil GPS Service (CGS) consists of four main elements:

• GPS Information Center {GPSIC) - provides GPS status inyormation to civilian users oy the

system

• Civil GPS Service Interface Committee (CGSIC) - established to identify civil GPS user

technical information needs in support of the CGS program

• Differential GPS (DGPS) - Coast Guard Research and Development Project

• PPS Program O_ice (PPSPO) -(U_er devdopmeat) will administer the program allowing

qualified civil users to have access to the PPS signa/

This paper wiR provide details about the services these organizations provide.

OVERVIEW OF THE CIVIL GPS SERVICE

In 1987, the Department of Defense (DOD) formally requested the Department of Transportation

(DOT) assume responsibility for establishing and providing an office that would respond to nonmilitary

user needs for GPS information, data, and assistance. In February 1989, the Coast Guard assumed the

responsibility as the lead agency within DOT for this project. Three areas requiring interaction were

identified:

• Near real-time operational status reporting

• Distribution of the precise satellite ephemerides
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• Civil use of the precise positioning service

In 1988, the U.S. Space Command (USSPACECOM) invited the U.S. Coast Guard to assist in the

development of the DOD Operational Capability Reporting Management System (ORMS). Since that

time, the U.S. Coast Guard Radionavigation Division has worked with USSPACECOM to develop

requirements and implement a plan to provide the requested interface with the nonmilitary GPS

community. Most of these civil GPS services are now in place; others are planned to be ready by the

time GPS is fully operational.

ORGANIZATIONAL STRUCTURE OF THE

CIVIL GPS SERVICE

As the Department of Transportation (DOT) operational agency, the U.S. Coast Guard is responsible

for the oversight and management of thc Civil GPS Service. The function is implemented by the

organizational shown in Figurc 1.

Chief, Office of Navigation Safety and Waterway Services (G-N) - located at Coast

Guard Headquartcrs, providcs top-level oversight and management of the CGS program. The primary

responsibility is the provision of broad, high-level policy guidance. This direction is provided in support
of:

• DOT positions

• Congressional mandates

• Federal Radionavigation policies

This office is the focal point for information feedback from the Civil GPS Service Interface Committee.

Members of this staff interface with the heads of other Federal agencies with an interest in the Civil

GPS Service program.

Chief, Radionavigation Division (G-NRN) - also located at Coast Guard Headquarters, is the

program manager responsible for the activities of the PPSPO and the GPSIC operations. This office

assists with the budgetary planning for these services.

The Civil GPS Service consists of four main elements:

The GPS Information Center (GPSIC) is the operational entity of the CGS which provides

GPS status information to civilian users of the Global Positioning System based on input from the:

• GPS control segment

• Department of Defense (DOD)
• Other sources

The Civil GPS Service Interface Committee (CGSIC) was established to identify civil GPS

user technical information needs in support of the Civil GPS Service program. Its purpose and goal is

of an information exchange nature only.

The Coast Guard's Differential GPS (DGPS) Project was established to develop an extension

of GPS to enhance the Standard Positioning Service (SPS) for civil users in the maritime regions of the
United States.

The PPS Program Office (PPSPO) is responsible for administering the program which will allow

qualified civil users to have access to the Precise Positioning Service (PPS) s!gnal. This program office
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is currently under development in the Radionavigation Division of the Office of Navigation Safety and

Waterways Service (G-NRN-2) located at Coast Guard Headquarters in Washington, D.C.

The DOT Navigation Council and the DOT Radionavigation Working Group will

continue in their traditional roles in the oversight of navigation including radionavigation.
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Two other DOT agencies have Civil GPS Service functions:

The Federal Aviation Agency (FAA) handles aviation issues, including Notices to Airmen

(NOTAM), the National Aviation Standard for GPS, and GPS integrity as it relates to aviation.

The Research and Special Programs Administration (RSPA) handles intermodal navigation
issues and planning.

Although DOT has been given the principal oversight and management responsibilities for the Civil GPS

Service, other federal agencies will play a role. The involvement of Federal agencies, other than those

under DOT, will be particularly appropriate with regard to users outside of the navigation community.

THE GPS INFORMATION CENTER (GPSIC)

The Coast Guard's GPS Information Center (GPSIC) is a part of the Omega Navigation System Center

(ONSCEN), located in Alexandria, Virginia. It has been providing information since March, 1990, on
a test and evaluation basis.

The GPSIC is a public information service. At the present time, there is no charge for the information

provided. A GPS Information Center Users Manual is available upon request. This publication covers
the various GPSIC services and how to access them; it also goes into some detail on how to use the
GPSIC electronic bulletin board system.

Since its inception, the GPSIC has experienced rapid growth. It now consists of a dozen people, and

five more are expected in the next year. This growth has allowed an expansion of normal working hours

to improve the timeliness of GPSIC information. Hours are now continuous: 24 hours a day, 7 days a
week, including federal holidays.

THE GPSIC MISSION

The mission of the Global Positioning System Information Center (GPSIC) is to:

• gather,

• process, and
• disseminate

timely GPS status information to civil users of the global positioning satellite navigation system.

Specifically, the functions to be performed by the GPSIC include the following:

• Provide the Operational Advisory Broadcast Service (GAB)

• Answer questions by telephone or written correspondence

• Provide information to the public on the GPSIC services available

• Provide instruction on the access and use of the information services available

• Maintain tutorial, instructional and other relevant handbooks and material for distribution to users

• Maintain records of GPS broadcast information, GPS data bases or relevant data for reference
purposes

• Maintain bibliography of GPS publications

• Maintain and augment the computer and communications equipment as required
• Develop new user services as required
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GATHERING GPS INFORMATION

A Memorandum of Agreement (MOA) between the U.S. Space Command (USSPACECOM) and the

Coast Guard establishes policies and procedures for the exchange of GPS status information. This

agreement addresses relative roles and responsibilities of each organization. A similar MOA has been

signed specifying form, format and frequency of GPS status information distributed from Air Force

Space Command to the U.S. Coast Guard Omega Navigation System Center.

The U.S. Air Force Second Satellite Operations Squadron (2SOPS), which operates the GPS Master

Control Station (MCS) in Colorado Springs, provides the following GPS information for the GPSIC:

Notice Advisory to NAVSTAR Users (NANU) arc near real-time operational status capability reports.

NANUS arc issued to notify users of future, current, or past satellite outages, system adjustments, or

any condition which might adversely affect users. NANUS arc generated by 2SOPS as events occur.

GPS Status Messages contain general information that is downloaded daily from the 2SOPS's bulletin

board. The message contains information about the satellite orbit (plane/slot), clocks, and current or

recent NANUS. Status Messages arc generated by 2SOPS once a day Monday through Friday.

Almanacs contain the orbital information and clock data of all the satellites. The almanac for all

satellites can be obtained from downloading the continuously transmitted data stream from any satellite.

In addition to receiving information from the MCS, the GPSIC works with representatives of the

National Geodetic Survey (NGS) to offer NGS computed precise GPS orbit data to the public via the

GPSIC bulletin board. This data is called precise ephemeris data. NGS provides data products "SP3"

(in ASCII format) and "EF18" (in binary format). In the past, NGS distributed this information on

diskettes by mail to some users. Precise ephemeris data describes the orbit of each satellite as observed

by numerous ground stations. It is useful in making a refined determination of where the satellites were

at some time in the past. The time lag for this information is now about five weeks, but NGS plans to

reduce it to two weeks eventually.

For more information about Precise Ephemeris Data, contact: National Geodetic Information Branch

(NG174)

Charting and Geodetic Services, National Ocean Service

Nationa; Oceanic and Atmospheric Administration

Rockville, MD 20852 Telephone:(301)-443-863

Features of the GPSIC services are created and improved in response to suggestions from our users.

The GPSIC will continue to work with GPS organizations to ensure the continuation and development

of the best possible user services. Specifically, the GPSIC will:

• Maintain liaison with other U.S. Government agencie s as necessary to sustain GPS system status,

technical information exchange and resource availability

• Maintain liaison with the Civil GPS Interface Committee and international civil GPS organizations

to establish the requirements for GPS information exchange

DISSEMINATING GPS INFORMATION

The GPSIC sends GPS status information to civil users through Opcrational Advisory Broadcasts (OAB).

These broadcasts contain the following gcneral categories of GPS pcrformancc data:
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• Current constellation status

• Recent (past) outages

• Scheduled (future) outages
• Almanac data

The Operational Advisory Broadcast (OAB) consists of textual matter containing the GPS performance

data listed above. Conditions that impair the GPS for navigational purposes receive special attention
and wide distribution.

The Operational Advisory Broadcast is updated by the GPSIC staff at a minimum of once per day.

OAB's are updated more frequently if information on changes in the constellation is received. The

following table outlines the update schedule for sources of GPS information received by the GPSIC:

SOURCE UPDATE SCHEDOLE

NANU The GPSIC staff processes NANUS as soon as possible

STATUS The GPIS watch standers post a new message daily (ususally around 1 pm,

MESSAGE Eastern time) Monday through Friday except Federal holidays

ALMANAC The almanac is updated once a week, plus whenever changes that appreciably

affect system coverage accur ..............

NGS Precision ephemeris dat is updated weekly, since each data set covers one

week, but some variations occur due to deifferences in processing time at
at NGS.

The Operational Advisory Broadcast is disseminated through the following media:

• GPSIC Computer Bulletin Board System (BBS) item GPSIC 24-Hour Status Recording

• WWV/WWVH worldwide high-frequency radio broadcasts

• Coast Guard Marine Information Broadcasts (MIB)

• DMAHTC Broadcast Warnings

• DMAHTC Weekly Notice to Mariners

• DMA Navigation Information Network (NAV/NFONET)
• NAVTEX Data Broadcast

Some of these services have limited time or space available for GPS information. The following

paragraphs describe each service and the GPS information available.

GPSIC BULLETIN BOARD SYSTEM (BBS)

Any user who has access to a computer and a modem can call the GPSIC BBS for information. The

BBS is free and open to all. However, users will have to pay their own connection charges (long distance

telephone or public data network costs). First-time callers are asked to register on-line (provide their

names, addresses, etc.) before proceeding to the BBS main menu.

Through the BBS, a wide range of information is available 24 hours a day. BBS information is updated

whenever the other GPSIC sources are (see schedule).

Users may call the BBS via either telephone or SprintNet (a public data network). Ordinary telephone is

the easiest for most people, but SprintNet offers a high speed error-free alternative for those (especially

international callers) who may have difficulty in getting a good data connection over the voice phone
lines.
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To contact the BBS, call: (703)-866-38980

Modem speeds of 300 to 14,400 bps and most common U.S. or international protocols are supported.

Communications parameters should be set to: 8 data bits, No parity, 1 stop bit (8N1), asynchronous

comms, full duplex. We have eight phone lines at this number, and two auxiliary numbers to accommodate

modems which may be incompatible with the ones on 866-3890.

The BBS SprintNet number is" 311020201328

(Or abbreviate to 202-1328 if accessing SprintNet via telephone to one of their modems.) For SprintNet

access, users must set up their own accounts with Sprint or a similar public data network which

has a "gateway" to SprintNet. For more information, call: (800)736-1130 (U.S.) or (913)541-6876

(international).

Users who need further information or assistance may call the GPSIC' watchstander at: (703)-866-3806

GPS information on the BBS includes:

• NANUs

• Status Messages
• Almanacs

• Precise Ephemeris Data

• Coast Guard DGPS Project Updates

• CGSIC Meeting Announcements, etc.

The BBS also contains information about other radionavigation systems:

• Omega Status Messages

• Loran-C User Notification Messages

In addition, the BBS has areas set aside for general information about radionavigation and associated

topics:

• The text of the Federal Radionavigation Plan

• U.S. Naval Observatory "series 4" timing messages

• USAF/NOAA Solar and Geophysical Activity reports

• The Coast Guard's Radionavigation Bulletin

• The GPSIC Users Manual (includes a BBS users manual)

• Other items which may be of interest to the GPS/radionavigation community

The BBS is menu-driven and has an extensive set of on-line help utilities. Users can page the system

operator (/p Sysop) to request more personalized assistance.

GPSIC 24-HOUR GPS STATUS RECORDING

The 24-hour status recording provides information in voice format. The amount of information is strictly

limited since the maximum tape length is 92 seconds long.

The reach the status recording, call: (703)-866-3826

The following information is available on the 24hour status recording depending on the space available.

The information is prioritized as listed below:

37



• Cautionary Statement

• Current system status

• Forecast outages

• Historical outages

• Other changes in the GPS

OTHER DISTRIBUTION MEDIA

GPS information available from each of these additional sources is prepared and assembled at the

GPSIC. These sources were chosen because they were already established to provide other types of

information. Most of these service are already used by a portion of the GPS user community, primarily

marine navigators. These services offer significant advantages in coverage and accessibility. The following
section provides:

• Description of each information source

• Type of GPS information available

• How the user can obtain the GPS information

WW-V/_rW'VH: Since 1923, the National Institute of Standards and Technology (NIST), formerly

National Bureau of Standards, has provided a highly accurate time service to the national and international

time and frequency community. NIST currently broadcasts continuous signals from its high frequency
radio stations. Services provided by WWV/WWVH include:

• Time announcements

• Standard time intervals

• Standard frequencies

• Geophysical alerts

• Marine storm warnings

• Omega Navigation System status reports

• Universal Time Coordinated (UTC) time corrections
• BCD time code

• GPS information

GPS information is broadcast in voice on WWV/WWVH at the following times and frequencies:

STATION LOCATION FREQUENCY TIME

WWV FT. COLLINS 2.5, 5, 10. Minutes

COLORADO 15, 20 MHz 14 and 15

WWVH KAUAI 2.5, 5. 10, Minutes

HAWAII 15 MHz 43 and 44

The time for the WWV/WWVH GPS broadcast is strictly limited. Depending on the space available
the GPS information is prioritized as listed below:

• Cautionary Statement

• GPSIC operating hours and phone number

• Current system status
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• Forecast outages

• Other changes in GPS Status

USCG AND DMA MIB: USCG Marine Information Broadcasts and DMA Broadcast Warnings

are methods by which important maritime navigation information is disseminated in the most expedient

manner. This system covers a variety of topics of interest to mariners including:

• Status of navigation aids
• Weather

• Search and Rescue (SAR) operations

• Military exercises
• Marine obstructions

• Ice reports

• Changes in channel conditions

• Important bridge information

Within the United States, the U.S. Coast Guard and the Defense Mapping Agency Hydrographic/Topo-

graphic Center (DMAHTC) are responsible for broadcasting navigation information described above.

The Coast Guard provides vital maritime information in voice format via an established system of VHF

and HF radio broadcasts. These Marine Information Broadcasts (M1B) include the following types of

messages:

Urgent Messages concern the safety of a person, ship, aircraft or other vehicle.

Safety Messages contain important navigational or meteorological warnings that cannot be delayed

because of hazardous conditions.

Scheduled Broadcasts include:

• Notice to Mariners (NTM)

• Hydrographic information

• Storm warnings
• Advisories

• Other important marine information

• Safety and urgent messages which remain in effect

Cancellation Messages are sent by the originator to cancel previous broadcast when action is no longer

necessary.

USCG Marine Information Broadcasts are issued via voice and continuous wave (CW) transmissions.

The following table outlines the MIB frequencies:

VHF-FM, Cha 16, Cha 22A Information that applies to inland waters seaward to 25 nautical miles.

Mf 2182 and 2670 kHz Duplicates VHF-FM broadcasts and additional cover waters out to
200 nautical miles

HF-CW 500 kHz Info that applies to waters from the coastline to
200 nautical miles off shore

Broadcasts are scheduled several times a day depending on the location of the broadcasting site. Stations

designated to make regularly scheduled broadcasts are listed in the Coast Guard Radio Frequency Plan.

The length of messages broadcast is kept to a minimum.
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DMAHTC is responsible for broadcasting navigation information concerning the "high seas". Information

is provided in message format via an established system of message dissemination. DMA broadcasts

are known as NAVAREA, HYDROLANT, or HYDROPAC and are generally geared to the deep draft
mariner.

DMAHTC also publishes a weekly Notice to Mariners (NTM) containing USCG Marine Information

Broadcasts and DMA Broadcast Warnings for a seven day period.

GPS status information is found in Section 1TI of the Notice to Mariners, which summarizes voice or

data broadcast warnings.

Additional information on the DMA Notice to Mariners Information is available from:

Director: Defense Mapping Agency Hydrographic/Topographic Center
Attention: MCNM

6500 Brooks Lane

Wahington, D.C. 20315-0030

(301)-227-3126

DMA NAVINFONET: In carrying out its mission to produce Notices to Mariners, DMA has

developed a data base called Automated Notice to Mariners System (ANMS). This data base contains

information dealing with navigational safety. It is a supplemental source of up-to-date maritime

information for the user. The software developed for this data base provides remote query capabilities

which DMA makes available to the entire maritime community through the Navigation Information

Network (NAVINFONET). NAVINFONET provides information in data format via telephone modem.
Information includes:

• Chart Corrections

• Broadcast Warnings
• MARAD Advisories

• DMA List of Lights

• Anti-Shipping Activities Messages

• Oil Drill Rig locations

• Corrections to DMA Hydrbgraphic Product Catalogs

• U.S. Coast Guard Light Lists & GPS

The following GPS information is available from the DMA NAVINFONET under item 8 in the bulletin
board menu:

• Cautionary Statement

• Current system status

• Forecast outages

• Historical outages
• Almanac data

• Civil GPS Service information

Users must register for the NAVINFONET bulletin board off-line before they will be granted access to
the system. For a user ID and information book contact DMA at the address listed above:
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Attention: MCN/NAVINFONET (301)-227-3296

NAVTEX: NAVTEX is a an internationally adopted radio telex system used to broadcast marine navi-

gational warnings and other safety related information to ships. This system assures worldwide coverage

by transmitting on an international frequency of 518 KHz. Vessels' NAVTEX receiver/teleprinters are

permanently tuned to the worldwide frequency and remain on standby to receive and print out all the

messages automatically. Navigation information broadcasted through NAVTEX includes:

• Notices to mariners

• Weather warnings and forecasts

• Ice warnings
• Other marine information

Coast Guard Atlantic and Pacific Area Commanders coordinate NAVTEX broadcasts transmitted by all

Coast Guard Communications stations. NAVTEX messages are normally broadcasted four times a day

which may be increased to six broadcasts with a maximum duration of 40 minutes.

NAVTEX messages are categorized by subject area. GPS status messages are in NAVTEX category
"J". GPS information available from NAVTEX includes the following:

• Cautionary Statement

• Current system status

• Forecast outages

• Other changes in GPS Status

CONTINGENCY PLAN FOR LOSS OF GPSIC COMMUNI-

CATIONS

If communications with the GPSIC were disrupted for an extended period of time (as might happen with

a fire or similar casualty), we would announce the problem on the WWV/WWVH radio broadcasts, at

the times normally set aside for GPS information. If GPSIC services were set up at an interim location,

the new phone numbers would be announced on WWV/WWVH.

Users can hear WWV broadcasts by phone, as well as radio at 14 - 15 minutes past the hour:

(303)-499-7111

PUBLICATIONS AVAILABLE FROM THE GPSIC

The GPSIC publishes documents which provide detailed information about GPS, other radionavigation

systems, the GPS Information Center and how to obtain these services. The following table describes

the GPSIC publications available:
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PUBLICATION DESCRIPTION

GPSIC USERS MANUAL Provides detailed instructions on the access and

use of the services available at the GPSIC

GPSIC BROCHURE Describes information services provided by the GPSIC

GPS FACTS & FIGURES Describes the system, its concept, accuracies and

applications

DGPS BROCHURE Describes the US Coast Guard's Differential GPS Project

OMEGA FACTS & FIGURES Describes the OMEGA Radionaviagation system

LORAN C FACTS & FIGURES Describes LORAN C

RADIOBEACON FACTS & FIGURES Describes Radiobeacons

The GPSIC distributes documents provided by other GPS interested organizations. The following table

describes other GPS publications available through the GPSIC:

n

PUBLICATION PUBLISHER DESCRIPTION

NAVSTAR GHPS USER EQUIPMENT JPO Describes the system, equipment, applications

and capabilities

GPS NAVSTAR OVERVIEW JPO Provides general information about GPS

ICD 200 JPO Technical information about the GPS

signal-to-receiver interface

GPS ROAD SHOW

In an effort to make the public aware of the services offered by the GPSIC, the GPSIC sets up a GPS

display at trade shows throughout the United States. The GPSIC staff distributes brochures and answers

questions about GPS in order to educate users about the system.

GPSIC WATCHSTANDERS

In addition to updating the OAB, the GPSIC watchstander responds to individual user inquiries,

comments, and concerns about civil access to, and use of, the GPS. The GPSIC now has watchstanders

on duty 24 hours a day, 7 days a week, so this service is available anytime. Most inquiries can be

answered immediately over the phone. Some technical questions or requests are referred to a more
authoritative source.

If you would like to comment on any of these services or ask questions about present or future

services write to" Commanding Olticer (GPSIC), US Coast Guard Omega Navigatin System Center,

7323 Telegraph Road, Alexandria, Virgibia 22310-3998, Tel. (703)-866-3806, FAX (703)-866-3825.

CIVIL GPS SERVICE INTERFACE COMMITTEE (CGSIC)

The roles of the Civil GPS Service Interface Committee (CGSIC) are to:

• Provide a forum for exchanging technical information in the civil GPS user community regarding
GPS information needs
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• Identify types of information and methods of distribution to the civil GPS user community

• Identify any issues that may need resolution by the CGS program office

The CGSIC will work with the following organizations:

• U.S. Coast Guard Office of Navigation Safety and Waterway Services (Civil GPS Program Office)

• DOT Navigation Working Group

• Joint DOD/DOT Radionavigation Working Group

The Civil GPS Service Interface Committee is comprised of representatives from relevant private,

government, and industry user groups, both U.S. and international.

The CGSIC consists of:

• General Committee

• Three Subcommittees

The Committee is jointly chaired by the U.S. Coast Guard and the DOT Research and Special Programs

Administration (RSPA). The joint chair is based on the USCG being DOT's lead agency for the civil
GPS service which includes the government's interface with civil GPS users, and RSPb2s responsibility

to coordinate intermodal navigation planning with DOD.

The Civil GPS Service Interface Committee may create subcommittees to identify specific areas of

civil GPS user information needs and facilitate technical information exchange as required. Standing

subcommittees have been established for:

• Timing Information
• International Information

• Reference Station, Technology, and Applications

The International Information Subcommittee (IISC) of the Civil GPS Service Interface Committee is

investigating the feasibility of a regional international information media. The GPSIC would provide

the OAB into an electronic mailbox designated, controlled, and financed by the IISC.

The Civil GPS Service Interface Committee meets as necessary to exchange technical information

regarding civil GPS information needs.

For additional information on the CGSIC, contact the GPS Information Center.

DIFFERENTIAL GPS (DGPS)

Consistent with its role as the civil interface for GPS, the U.S. Coast Guard has a research and

development project to develop an extension of GPS, known as differential GPS (DGPS). This is an
enhancement to the Standard Positioning Service (SPS) which should achieve accuracies of 10 meters

or better for civil users in the maritime regions of the United States.

Based on encouraging results of operational testing of a prototype reference station, a project has

been initiated to implement DGPS in U.S. near-coastal areas to improve upon current harbor and

harbor-approach navigation accuracy. Project plans are being formulated. Additional prototypes began

operation during September/October 1991. If fully funded, an operational system is expected by 1996.

For additional information on DGPS, contact: Commandant (G-NRN), US Coast Guard, 2100 2nd

Street, S.W, Washington, D.C., Tel. (202)-267-0283, FAX. (202)-267-4427.
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PRECISE POSITIONING SERVICE PROGRAM OFFICE (PP-
SPO)
The Precise Positioning Service Program Office (PPSPO) will administer civil applications and collect

fees for access to encoded Precise Positioning Service (PPS) capabilities.

The Government will publish detailed guidance for users interested in requesting access to PPS once
policy is established for the following:

• Submitting applications

• Granting approval for user access

• Establishing operational procedures and compliance requirements for accessing data from the GPS
PPS

The Federal Radionavigation Plan (FRP) contains general criteria for qualified civil use of PPS. Access

determination will be made on a case by case basis. The following criteria may be refined as Government
policy is developed:

• Access is in the U.S. national interest

• Security requirements can be met

• There are no other means reasonably available to the civil user to obtain a capability equivalent
to that provided by the GPS PPS

For additional information on the PPSPO, contact Commandant (G-NRN) at the address listed above

or telephone: Commandant (G-NRN), TEL. (202)-267-0298, FAX (202)-267-4427.

FEDERAL RADIONAVIGATION PLAN (FRP)

The Federal Radionavigation Plan (FRP) contains the official statement of government policy on civil

use of GPS. This plan covers other government operated radionavigation systems in addition to GPS.

The FRP is updated biennially. Information provided includes:

• Policy and plans for the future radionavigation systems mix

• GPS System description

• Table of SPS and PPS signal characteristics

• Various other topics

The text of the Federal Radionavigation Plan (minus tables and illustrations) is available on the GPSIC
electronic bulletin board.

To order a copy of the FRP (stock number 008-047-00402-8), contact the U.S. Government Printing

Office at: Superintendent of Documents, Order Section, U.S. Government Printing Office, Washington,
D.C. 20402, Tel. (202)-783-3238.
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THE GPSIC QUICK REFERENCE OAB DISTRIBUTION

The GPS Information Center

Service

GPSIC

Watchstander

GPSIC

Computer Bulletin
Board Sevice

GPSIC Voice Tape

Recording

hline WWV

provides the Operational Advisory Broadcasts throu
Availability Info Type

24 hours a day

vices:

24 Hours a day

24 hours a day

Minutes 14 & 15

User Inquiries

Status, Fore/Hist, Outages, NGS

Data, OMEGA/FRP, Misc. Info

Status, Foecasts, Historic

Status, Forecasts

h the following set-
Contact Number

(703) 866-3806

FAX (703) 866--3825

(703) 866-3890

300-14,400 bps

-- or -

SprintNet (X.25)
311020201328

(703 866-3826

2.5, 5, 10, 15, and
20MHz

WWVH Minutes 43 & 44 Status, Forecasts 2.5, 5, 10 and 15
MHz

I

USCG MIB When Status, Forecasts VHF Radio, Marine
Broadcasted Band

DMA Broadcast When Status, Forecasts, Outages

Warnings Broadcasted

DMA Weekly No- Published and Status, Forecasts, Outages (301) 227-3126

tice to Mariners Mailed Weekly

DMA Nay- 24 hours a day Forecasts, Historic, (301) 227-3351

When Broad-

casted 4- 6

times a day

infonet Automated

Notice to Mariners

System

Navtex Data

Broadcast

Status,
Almanacs

For More Information Call

Status, Forecasts, Outages

300 BAUD

(301) 227-5925
1200 BAUD

(301) 227-4360
2400 BAUD

(301) 227-3296

518 kHz
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QUESTIONS AND ANSWERS

Mr. R. Langley, University of New Bnmswick: The United States Naval Observatory automated
data service has a link to the Internet computer communications network. Those of us who
are on that network would find it convenient to have that information on Internet. Are there
any plans for you to interface with the network?

Lt. L Barndt, USCG: We have looked at interfacing with lnternet, or other public data
network, and it is something we have budgeted for. We are experiencing budget problems,
just like any other federal agency at this time. I expect that we will have another public data
network connection. We are already connected to Sprintnet which has helped a lot of our

overseas customers who are having integrity problems. Also, our phone numbers will change
in January, 1993. They will be supplied in a press release.

Question: Is it possible to get access to NANU news in real time?

Lt. L. Barndt: I would defer that to someone from the master control station. We have been

told that what we do is an advisory service and the way they send that through the auditing
system it is not going to be available to civil users in real time. They are working on a warm
system. I do not even think that is going to be close to real time. Could someone from the
National Control Station maybe help me out?

Comment: That is true; that is the way we do business today. The NANU news is not real
time. There is automation being looked at in development, but it is not on the near term

horizon. People are finding ways to get that information, in terms of satellite help from the
almanac data as broadcast. We recently tried to establish some rules in terms of things we
know are going to happen. For instance we are going to do a Delta V this Friday. If anybody
cared about which means the clocks will be off, by publishing the information two weeks in
advance, we hope to minimize the unexpected outages. If we build in the ones that occur

in one satellite at a time, they should be transparent with the number of satellites available,

but there is a more real time system coming on line. We will continue to do a better job at
forecasting and also at localizing those forecasts; so we are working at it.
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Abstract

It has already been shown than even with a simple daffy averaging of GLONASS data at each

site, continental GLONASS time transfer can be achieved at a level of several tens of nanoseconds.

A further step is to carry out observations of GLONASS satellites by the common-view method.

This paper reports a comparison of GPS and GLONASS common-view time transfers between

Russia and Western Europe. At each site, a GPS receiver and a GLONASS receiver are connected

to the same atomic clock. Both GPS receivers are of NBS type and the GLONASS receivers are of

type A-724. As GPS common-view time transfer between S_vres and Mendeleevo is accomplished

at a level of a few nanoseconds in precision, it gives an excellent reference with which to evaluate

the performance of GLONASS common-view time transfer.

INTRODUCTION

Two global space navigation systems, the US GPS and the Russian GLONASS, are at the about

same stage in the development of their space segments, but they are unequally used for international

time comparisons. GPS, with a large range of time--specialized receiver s, has for many years been

exploited worldwide for accurate time transfer [1], while GLONASS is still used on an experimental

basis by only a few laboratories [2,3]. Although at present GPS time transfer fully satisfies the

needs of time metrology, it is the sole operationally effective method and the lack of redundancy is

felt. There is also a growing concern about GPS degradation by Selective Availability and Anti-

Spoofing. In this context GLONASS is of increasing interest as an excellent additional source.

For the past three years VNIIFTRI (Mendeleevo, Moscow Region, Russian Federation) and some
other Russian time laboratories have used Russian-built GLONASS navigation receivers for time
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comparisons. Since June 1991, VNIIFTRI has operated a commercial GPS time receiver on loan

from the BIPM. Since February 1992, the BIPM has operated Russian GLONASS receiver on loan

from the VNIIFTRI. This provides, for the first time, an opportunity for direct comparison of
GLONASS common-view with GPS common-view time transfers.

THE EXPERIMENT

Two remote atomic clocks separated by about 2800 km have been compared by independent space

links, CPS common-view and GLONASS common-view (Fig.l) in an experiment covering the
period from April 2 to June 23, 1992.

On each site a GPS receiver and a GLONASS receiver are connected to a single clock, an Hydrogen-

maser at Mendeleevo and a caesium standard at S_vres. On both sites the receivers for each satellite

system are of the same type, - AOA TTR6 at Mendeleevo and AOA TTR5 at S_vres for GPS, and
A-724 at both locations for GLONASS.

In common-view time transfer, two remote stations receive the signals from the same satellite at

the same time and exchange the data to compare their clocks (Fig. 2). The main advantage of this

method, introduced in 1980 for GPS [4], is that satellite clock error contributes nothing (satellite

time disappears in the difference). Also over distances of up to a few thousands of kilometers the

impact of other errors, such as poor estimation of ionospheric delay or broadcast ephemerides, is

diminished. By using the same type of receiver, as in our case, the consistency of the comparison

is improved as possible software errors are removed by the common-view approach.

GPS COMMON-VIEW LINK

The GPS time receivers correct observations for atmospheric refraction. Tropospheric delay is
computed by a model which is a function of the elevation of the CPS satellite and of the altitude

of the observation site. Ionospheric delay is estimated from a model using broadcast parameters.

The coordinates of the GPS antennas are expressed in the ITRF88 reference frame and were

provided by the BIPM method of differential positioning [5_6] with respect to the closest ITRF

sites. The estimated uncertainty of coordinates at Mendeleevo, obtained through a link with the

ITRF laser site in Graz (Austria), is 70 cm, and that at Shvres is 30 cm (link with the ITRF laser
site in Crasse, France). The uncertainties of the CPS ground antenna coordinates can have an

impact on the accuracy of this GPS common-view link of up to a few nanoseconds.

The CPS receivers used are not differentially calibrated, however, according to the available data,
the uncertainty of the difference of their internal delays is 10 ns.

A standard CPS track for common-view observations has a duration of 13 minutes. The choice of

this length is imposed by the 12.5 minute interval at which are broadcast the ionospheric parame-

ters. A typical CPS track is shown by figure 3. The receiver processes short-term measurements,

smoothing them over a period of 15 seconds through use of a second degree fit [1_7]. A linear fit

of the 15 second points is used to deduce the time difference between the satellite and laboratory
clocks for the mid-point of the 13 minute track. The slope of the linear fit for Block I satellites is

usually no bigger than several ps/s and the corresponding standard deviation ranges from 3 to 20
ns depending on the multipath effects.
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The GPS common-view time transfer was realized from the about 35 traces of Block I and Block

H satellites available daily (Fig.5). During this experiment the Block II satellites were subject

to Selective Availability, so that strict common views were required [8]. A Vondrak smoothing

[9], which acts as a low-pass filter with a cut-off period of about 0.5 day, is performed on the
raw common-view values. For this experiment, the smoothed values are interpolated for the times

of occurrence of GLONASS common views. The precision of this GPS link, estimated from the

residuals of the smoothed values, is about 4 ns.

GLONASS COMMON-VIEW LINK

The organization of the GLONASS common-view link is determined by manual operation of the

A-724 navigation receiver. This receiver does not have an interface to allow the connection of an

external micro-computer for automatic control and data recording. Therefore two operators, one
at Mendeleevo and one at S_vres, have to read the receiver screens simultaneously and write the

observations on a paper sheet. This limits the length of track to 3 minutes and the number of

common-view observations to about 5 per day.

The choice of the 3 minutes track is also influenced by the 2.5 minute GLONASS navigation message

length. The short-term manual observations are realized every 15 seconds. A typical GLONASS

track is given in figure 4. A linear fit of the short-term data is used in post-processing to deduce
the time difference between the satellite and laboratory clocks for the middle of the 3-minute track.

The slopes of the linear fit do not usually exceed a few tens of ps/s and the corresponding standard
deviations are of order a few ns. These particularly small standard deviations can possibly be

explained by the fact that the observations displayed on the screen are not raw ones, but come

from a smoothing done by the receiver. No information is available on the nature of this smoothing.

The A-724 GLONASS navigation receiver does not correct its observations for tropospheric delay.

The ionospheric delay is estimated by a fixed model which does not depend on external parameters.

The coordinates of the GLONASS antennas are expressed in the SGS 85 reference frame with an

estimated uncertainty of 5 m. They were obtained at each site by averaging a series of navigation

solutions. The uncertainties of GLONASS ground antenna coordinates can have an impact on the

accuracy of GLONASS common-view link of a few tens of nanoseconds.

The GLONASS receivers were compared side by side for several days before one was shipped to

the BIPM. Their differential delays should be known to within a few nanoseconds.

The GLONASS common views are presented on figure 6. The numerous gaps in the data, due to

interruption of observations during weekends and vacations, preclude any sophisticated statistical

analysis and smoothing.

COMPARISON OF GLONASS AND GPS

COMMON-VIEW TIME TRANSFERS
/

As the GPS common-view link between Mendeleevo and Sbvres is realized with a precision of a

few nanoseconds it serves as an excellent reference for estimation of the precision of the GLONASS

common-view link. GLONASS raw common-view values are compared to the GPS smoothed and
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interpolated values in figure 7.. Note that the GPS and GLONASS results differ by a fairly constant
bias with peak-to-peak discrepancy of about 40 ns. The mean of these differences over the duration

of the experiment is 43 ns. The root mean square of the residuals to the mean, which is taken as

an _stimation of the confidence of the mean, is equal to 13 ns.

The bias of 43 ns between the GLONASS common views and the GPS common-views is partially

due to an approximate calibration of the GLONASS and GPS equipment and partially due to the

large error in GLONASS ground antenna coordinates. The noise affecting the GLONASS common

views is also partially due to coordinate error, to the absence of a tropospheric correction and to

an imprecise estimate of ionospheric correction. Table I shows comparison of typical GLONASS
raw data with GPS smoothed data. In the last column the 43 ns bias has been removed. If we

compare the last column of Table I with the differences between GPS raw data and GPS smoothed

data, given in Table II, we find that the noise affecting raw GLONASS common views is not much
greater than that affecting raw GPS common views.

To illustrate this, consider figures 8 and 9 which present, respectively, comparisons of GPS smoothed

common views with GPS raw common views, and GPS smoothed common views with GPS common

views affected by a coordinate error of 14 m artificially introduced. A constant bias and noise similar
to that affecting raw GLONASS common views can be seen.

CONCLUSION

This study demonstrates that even with GLONASS navigation receivers not designed specifically

for timing purposes, the common-view time transfer can be realized with precision close to that
found in the early stages of GPS common-view time comparisons.

More accurate determinations of GLONASS antenna coordinates in the SGS 85 reference frame
would significantly improve GLONASS common-view time transfer.

Manual mode of operation of the GLONASS receivers was possible only during short period of

this experiment. The development of automatic GLONASS receivers dedicated especially for time
transfer is an urgent challenge.
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TABLE I. A sample of [BIPM Cs Clock - VNIIFTRI H-maser] by raw GLONASS
minus [BIPM Cs Clock - VNIIFTRI H-maser] by smoothed GPS.

Date Start Time SV GLO GLO

April UTC GLO -GPS smoothed -GPS smoothed
1992 -43ns

h, m ns ns

3 7 40 7 28.0 -15

3 9 40 19 28.2 -14

3 14 20 22 43.0 0

6 6 48 2 44.7 4
6 7 40 3 24.8 -18
7 6 40 3 49.1 6
7 7 10 3 405 -2

7 11 10 17 51.4 8

7 13 15 15 27.8 -15
7 14 10 19 53.5 11
8 9 40 17 48.4 5

8 11 10 17 33.9
8 13 10 19 44.8 2
8 14 10 20 53.9 11
9 6 40 5 58.0 15
9 11 10 19 55.0 12
9 12 10 19 43.1 0
9 14 10 20 41.8 -1

10 9 40 19 35.7 -7
10 13 40 22 45.0 2
10 14 10 22 39.7 -3

13 9 40 22 41.8 -1
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TABLE II. A sample of [BIPM Cs Clock - VNIIFTRI H maser] by raw GPS minus
[BIPM C$ C/ock - VNHFTRI H maser] by smoothed GPS.

Date Start Time PRN GPS raw

April UTC - GPS smoothed
1992 h m ns

II 15 36 12 -2.8
11 16 4 3 -4.3

lI 17 24 3 -2.2

II 19 32 3 0.I
11 20 4 23 -2.3

I 1 21 56 11 3.6
11 22 28 23 2.4
12 1 56 14 -0.1
12 3' 16 15 -3.9
12 3 48 13 -1.9
12 4 36 14 -1.5
12 4 52 18 -1.9
12 5 24 24 -5.9
12 7 32 6 -7.2
12 9 24 6 5.5
12 11 0 12 -9.3
I2 11 16 2 7.4
12 12 4 13 14.0
12 12 20 12 -1.7
12 13 40 12 3.2
12 13 56 13 -0.7
12 14 28 20 -0.9
12 15 0 24 6.1
12 15 32 12 0.9
12 16 0 3 -9.3
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QUESTIONS AND ANSWERS

Professor Alley, University of Maryland: You were using the CA code in each instance, I gather.

There is no SA or AS on the Soviet system at the present time. Do you have plans to use the P-code analog
on the GLONASS?

Dr. Lewandowski: Of course, we would like to, but there are no receivers. Some are being developed,
and as soon as they are ready, we will use them.

Questioner: I would like to point out that we do currently have a P-code, dual frequency GLONASS
receiver that you can purchase any time you like.
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PTTI WORKSHOP

SESSION A

"CLOCK PERFORMANCE AND ITS MEASURES:

STABILITY AND ACCURACY"

Moderator: Leonard Cutler

Hewlett-Packard Laboratories

SHORT TERM STABILITY

• Short term stability--behavior(usually expressed in the time domain) where stochastic effects

dominate-time range varies with type of standard

• Questions of drift vs flicker noise
• Often evidence of random walk of frequency

• Random frequency jumps leadto _.+1/2 behavior- sensitive to averaging time and possition

of time windows

• Other measure usually used to look at environmental effects

• In telecomm often see "phase hits'-how to characterize? (Separate into "jitter" and "wander"

with 20 Hz sample rate and 10 Hz boundary

• Noise should be related to physics whenever possible

• Air Force cares about 10 -12 frequency steps

• Always need to characterize noise of measuring system

ENVIRONMENTAL EFFECTS

• Effects in space mainly temperature & radiation-Cs temperature coefficient small-Rb per-

haps 100 times worse
• Telecomm concerned with temperature-often see +3 --_ 10°C occurring rapidly-ned to worry

about static and dynamic effects

• Rb response to magnetic field & radiation?

• Spaces Cs (Block I and Block II) show some drift-what is the cause?

• Space quartz looks good with respect to slow steady radiation

• Dual mixer scheme shows temperature coefficient

• Radiation effects on H maser wall coating (John's Hopkins applied Physics Laboratory)

• Need to worry about cross coupling of environmental parameters

• Environmental egffects often nonlinear-need to specify ranges

• Effects of shock and vibration

• Questions of mechanical stability
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LONG TERM STABILITY

• Need more definitions-range of times, etc.

MOST IMPORTANT POINTS

• Communication, communication, communication...
• Better definitions

• Get involved with telecomm, etc. needs

• Telecomm and Frequency/Time communities need to communicate--Telecomm community

is writing a document on frequency and time terms_should coordinate with CCIR, etc.-

Helmut Hellwig chairs a committee (SCC 27) which is writing a standard on F&T matters-
also IEEE document 1139
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CLOCK USER INTERFACES

Joe White, Moderator

U.S. Naval Research Laboratory

The following features were discussed:

Autolock: Locking on the wrong peak manually is a common problem, particularly in field sites

where the operators do not have to work the clocks frequently.

Lower Weight: Many users felt that clocks, primarily cesium clocks, are too heavy. They expressed

a willingness to trade some internal battery capacity for lower weight.

Computer Control/Monitoring: Several users felt that direct connection between a clock and a

computer would simplify their operations by automatic clock monitoring. There was also interest

in using a compputer interface to control the clock.

Outputs: In addition to the usual 1, 5, and 10 Mhz outputs, there was also interest in 100 MHz

and 16 MHz. Fiber optic output was considered to be desirable in future desighns although some

concern about noise was expessed.

Digital (calibrated) Frequency Control: This was considered desirable to achieve repeatable fre-

quency adjustments. Tuning via synthesizer adjustment rather than C-field was felt desirable.

The range of the tuning should be broad enough to get beats for measurements. Fine resolution
was also desirable.

Cavity Tuning: Maser cavity tuning should also be user controllable.

Time of Day Ouput: This was felt to be immportant because of the ambiguity of tick measurements.

Leap second handling is also important.

Reliability/Maintainability: Fewer periodic adjusments should be necessary. Infant mortality is a

concern. Field vs. factory maintenance was an important owner decision. Issues include the high

turnover of personnel, speed of repair, modular repair, and knowing that it works when fixed.

Remote Diagnosis and BIT (built-in-test): These were considered to be very important. Users

wanted to be able to determine that a clock had really failed and be able to take appropriate

action.

Monitors: More is better was the consensus to provide the operator with as much information

about the health as possible. Microwave power level monitors were desired for cesium clocks. RS-

232/HPIB and remote ops were felt to be important to provide the best interface to the user as

opposed to front panel displays.
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Output Isolation: Clocks with multiple outputs should have high isolation between outputs to

minimize upsets caused by someone connecting or disconnecting loads. The parallel 5 MHz outputs

on the front and rear panels of cesium clocks were cited as an example of this problem.

The following items were discussed regarding operators:

There is a trade-offon training. Factory training on clock maintenance is desirable. The availability

of clocks and tet equipment was cited. It was agreed that it was impractical from the standpoints

of cost and time to have every person trained at or even by the manufacturer. Instead, training a

"trainer" at a factory facility was a good compromise.

Operators should be able to send data back from the field to a higher level of support for help in

solving clock problems.

As expressed in the section on features, clocks should be self-diagnosing and the operator should
be able to take corrective action based on that information.

Operators need help in locating problems (e.g. GPS/Rb hybrid). Troubleshooting flowcharts and

on-line diagnostics would be helpful.
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PTTI WORKSHOP

SESSION C

"PRESENT &: FUTURE NEEDS: IS GPS THE

ONLY PTTI SOURCE?"

Moderator: R. L. Filler, US Army Research Laboratory

The session opened with the topic of reliance on GPS for precise time. The moderator read the

following submission from John Vig, Army Research Laboratory:

"GPS is an outstanding navigation system, and it is also an accurate source of

precise time due to the presence of high quality atomic clocks on the GPS satel-

lites. It makes good sense for military systems to take advantage of the precise

timing ability of GPS, 'however, although GPS is not at risk today, as more and

more systems become dependent on this system, GPS becomes a more and more

attractive target for future adversaries. (GPS has been designed for high surviv-

ability, but GPS satellites are not impossible to shoot down, GPS ground control
stations are vulnerable to attack and sabotage, and GPS can be jammed.) Some

system designers believe that, due to the availability of precise time from GPS,

low quality clocks can be designed into systems that would otherwise require high

accuracy clocks. Systems that rely on GPS without having clocks good enough to

maintain autonomous synchronization will become unavailable whenever GPS is

unavailable. GPS should be used to assist with clock synchronization and not

as a substitute for good clocks. A DoD policy is needed on the conditions under

which other DoD systems may rely on GPS."

Comments (paraphrased from memory)

1. Lt. Col. Freer (USAF): There should NOT be a DoD policy. This is reminiscent of the DoD

policy on Ada. Let "market pressures" decide on reliance on GPS.
2. Dr. G. Winkler: There should be a request to have a formal PTTI requirement placed on

GPS. It now only has a navigation requirement.

3. Dr. S. Stein: There should be backups to GPS such as LORAN and/or comm. systems.

The second topic was the questionnaire borrowed from Frequency and Time Systems (FTS). It

was suggested by Dr. Gernot Winkler, USNO, that a questionnaire of this sort might be useful for

defining the requirements of the PTTI community.
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Comments

1. The moderator asked several rhetorical questions:

a. "Who are the right people to fill out such a questionnaire?"

b. "Who are the right people to receive the data?"

2, Phil Talley, The Aerospace Corp., related a story about his trying to arrange a PTTI session

on user requirements. Seven or eight prime contractors were interested initially but backed
out in the end. The reason is unknown.

The third topic was "Poor coupling between system developers and government laboratories." The

moderator read the following submission from John Vig:

"The frequency control technology area is different from most others in that the

majority of experts in the field are at government or government related or-

ganizations, i.e., at NIST, ARL, NRL, USNO, AFOSR, Aerospace Corp., Jet

Propulsion Laboratory, and Johns Hopkins Applied Physics Laboratory. The

major system contractors have minimal expertise and no R_D capability in this

field. Yet, when a problem arises that calls for R_D, not only do the contrac-

tors (and government program managers) have no incentive to make use of the

expertise that resides in government, there is a disincentive for involving the

government laboratories. The contractors usually look upon the government lab-

oratories as competitors for the available R_D funds, and the program managers

are usually reluctant to admit to the lack of a required component; obtaining the
necessary components is 'the contractor's problem.' "

Comments

The question of responsibility was raised. If a government entity makes a suggestion to a contractor,

the contractor takes this as a requirement, and possibly a change of scope so the contractor can
charge the government for added work.

Final Comment from Moderator

Workshops such as this one should be the main agenda for the PTTI meeting. We need more of

them with preadvertised topics to get wider participation. The proceedings, should be published

with action items and, in future years, follow-up reports on accomplishments.
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Abstract

Communications Research Laboratory (CRL), carried out a VLBI (Very Long Baseline

Interferometer) experiment of the pulsar 0329+54 on November in lgg2 between

Kashlma 26md and Usuda 64md. We got a correlation for it by using K-3 VLBI

correlator, which was developed by CRL. Though we observed a slow pulsar this

time, we are going to make millisecond pulsar experiments by making good use of

this result and by using K-4 correlator which is under developing in CRL. Its

result will give us precise positions and proper motions of pulsars which are

useful for obtaining precise pulsar timing.

Introduction

Many radio observatories are interested in measurement of precise pulsar timing.

Its position and the proper motion are important parameters to estimate the

pulsar timing. There are two major methods to get them --- deriving from the

timing data itself, and VLBI. The problems of each method are as follows;

timing: precise and stable data over a long range is necessary

a good software for parameter estimation is necessary

VLBI: two large antennas are necessary

"gating" is necessary to throw away the data which doesn't contain

the pulse itself

Pulsar VLBI was conducted several times so far. For example,

by VLA (1) ___ short baselines

by VLBI (2) --- making use of gating function of Mk-Illa correlator

by VLBI (3) --- gating by software

The pulsar gating function of K-3 correlatcr was used this time.

Correlation Amplitude of Pulsar VLBI

The condition required for pulsar VLBI is discussed here.. In Japan, as Nobeyama

45md antenna is dedicated for frequency over IOGHz, Usuda 64md and Kashima

34md are taken as the best couple of antenna. In practice Kashima 34m_ has

been in troub]e since this August. Kashima 26md antenna, therefore, is se]ect-

ed for this estimation. Let them have suffix "u" and "k" Then estimated

correlated amplitude P Is;

_DkD_s _ 2e
P =- 8 k  / xlo- (,)
where D; antenna diameter [m]
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_; antenna efficiency

T; system temperature [K]

s; flux density of the star [Jv]
k; Boltzmann constant [J/K]

Generally speaking data of pulsar strength and profile is not so sufficient.

One of the reason is they are not stable over time and frequency. So, this is

just a rough estimation. In the case of PSR0329, Downs et.al.(4) gives its peak

amplitude in 2388MHz as 2.6Jy and Lyne et.al.(5) gives its profile as shown in

Fig.|. Then we can adopt an average strength 0.5Jy over 50ms. By using the
following parameters ;

Dk=26[m]' Du=64[m]" _k =0.5, _u =0.7, Tk=IOO[K], Tu=30[K], k=1.38E-23
P = 1.79X 10 -4 (2)

is obtained. This is not easy to detect for 100-200 second integration time
which is popular for geodetic VLBI.

So it is useful to gate out the data which doesn't contain pulse and to inte-

grate only the pulse as shown in Fig.2. As it is generally hard to know the a

priori position of the pulse in the period, the gating positions are set n

different ways using n correlation units. Gating by software is also possible
and is tried successfully by Petit et.al. (_)

How gating improves correlated amplitude and S/N ? Let's think about the case

shown in Fig.2 where noise has average amplitude 1 and a rectangle pulse signal
has amplitude A and duration l/n of the pulse period.

In a normal correlation processing, S (signal) is A/n and N (noise) is 1, which
makes S/N = A/n

In the case of gating the pulse, the integration time is 1/n which makes the

average amplitude of the noise _-. As S is A, S/N becomes A/,_j_'. Thus S/N is
improved _ times. In case n=8 and the antenna pair is the Kashima 26md and
the Usuda 64m6, the detection of the fringe is possible as follows;

P = 1.43X 10-3 (3)

It is true that n times long observation also improves its S/N _F_ times, but
gating has the following merits;

1. Restrictions of the antenna machine time and slewing are less

2. Not sensitive to the long-term instability of the frequency standard

3. Tape consumption and restrictions of the tape length are less

4. Good for faint pulsars because the correlated amplitude itself is Irrge

Correlation Processing Systen of CRL and Its problems

The correlation processing system of CRL is shown in Fig.3. Both K-3 and K-4

tape are possible to be processed. The software NKROSS was modified for pulsar
processing. It is written with HP Basic and run on a personal computer HP330

(the CPU is 68020). A priori parameter is given from the HP330 to the correla-

tor and the correlation data is acquired by the host through GPIB every PP
(parameter period; usually one through four seconds). The gating function of

the K-3 correlation processor is only once per PP. So we selected PSR0329*54

which has long period as 7t4.5ms and is strong enough to get the fringe. The

ideal PP should be the same as the pulse period. But, as PP is quantized by 5ms

we set PP 1 second which is close to the pulse period. The timing of opening
and closing of the gate can be set in the unit of bit (250ns) by the host.

z
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The pulse period is
The dispersion is a]ways problem for pulsar observation.

stretched out to _t as (5);
t= 8.3E3tDMtRF-°_BW [sec] (4)

where, DM: Dispersion Measure [pc/cm 3]

RF: Observing Frequency [MHz]

BW: Bandwidth [MHz]

In this experiment PSRO32g gives
DM=27[pc/cm3], RF=2300[MHz], BW=2[MHz] then,

_t=36.8_s (5)
is obtained. This value is far sma]ler than 50ms which is estimated as the

pulse duration in the last section. Moreover, when the bandwidth ranges over
IOOMHz for bandwidth synthesis, _ t is only 1.gTms which is still smaller than

the 50ms. Of course this should be compensated in the case of bandwidth synthe-

sis.

A small prob]em appeared in the actual processing. Fringe rotation (=RFt_,

_ is delay rate) was very small because the baseline is short (200km), frequen-

cy is low (2.3GHz), the right ascension is high. Our K-3 correlator makes use

of 3 level-quantlzed sinusoida] function (as Fig.4) to compensate fringe rota-

tion. On the other hand the data to be integrated within a PP is small because

of gating. Some PP's, therefore, have most data on the correlation-restricted

area. It means that such PP is given heavy weighting even if its quality is

bad. This is notable in the case of short period pulsars.

The Result of the Experiment

The parameters of the experiments are shown in Table I. Strong radio source
3C84 is used for an initial clock search. The period P=714.Sms is divided by n

so that each gating time is 1/n of the pulse period.

Fig.5 shows the result when the data is processed in normal geodetic mode.

Fig.B is processed with the gating of P/16 over the same integration time.

Fig.6 has a clearer fringe than Fig.5 because the S/N is improved as mentioned

before. Sometimes PP with a large correlation amplitude is seen in Fig.6. The

reason is probably that mentioned in the last section.

Table 2 shows the correlation amplitude for both gated to period/IB and non-

gated when the parameter is integration time. As there is only one gating (P/16

in this case) in a PP (= lsec this time), the efficiency of the integration time

is P/I. Gating, therefore, improved the amplitude by the factor 16tP/1(=11.4).

In Table 3 the amplitude is compared between pulse area and non-pulse area.

In Table 4 the parameter is n; the number the period is divided with. The

integration time is 480sec. The amplitude increases almost in proportion to n.

Pulsar VLBI for Millisecond Pulsars

We plan to make VLBI experiment also for millisecond pulsar. In the case of
1937+21, let's confirm if we get its fringe by using Eq.I. Kashima 34md is

taken this time instead of the 26md antenna. As shown in Table 5, average

intensity (6) is so small that normal correlation gives the fringe which is under
the limit of the detection. But after the gating of P/16(=gTus), fringe can be

detected. The dispersion of 1937+21, whose DM is 71[pc/cm3], becomes;
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_t = 43.7ns

_t = 349.2ns

_t = 96.9ns

for RF=I.5GHz, BW=250kHz

for RF=I.5GHz, BW=2MHz

for RF=2.2GHz, BW=2MHz

In the case of 1.5GHz, wlde bandwidth as 2MHz makes wave wider than P/16.

wider gating and narrower bandwidth should be selected for lower frequency.
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Table 1 Parameter of the pulsar VLBI experiment

Baseline Kashima26md-Usuda64m_

Observed Star PSR0329+54, 3C84

Frequency 2222.99MHz
Bandwidth 2MHz

Polarization RHCP

Correlation K-3 correlator at Kashima

correlation restricted area

Fig .4

3-level sin function for oorapemsation of fringe rotation

COARSE SEARCH FUNCTION 16X1024

REI:IL PART IMAGINARY PART AMP MAX = 3.457E-04 at 9, 258

Fig.5 Normal correlation of PSR0329

(at 2.3GHz, BW=2MHz, Integration=480sec)

I fi" i J'i _fit,Jt i •
i_ FRAME#/PP - _ee

.._00E- / -03 _or PP datl

I (YDODHIMIS_tl_ _ 2314201614.000

COARSE SEARCH FUNCTION 16Xle24

REAL PART IMAGINARY PART AMP MAX = 4,44_E-03 at 91 259

Fig.6 Gated correlation of PSRO32g

(at 2.3GHz, BW=2MHz, Integration=480sec)
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Table 2 Correlation Amplitude

(Gate time = period/16)

Gated Non-gated Integration time

4.44E-3 0.35E-3 490sec

4.77E-3 0.39E-3 250sec

4.47E-3 0.46E-3 125sec

Table 3 Correlation Amplitude

(Integration time = 250sec)

1 .04E-3 (area A)

P 4.TTE-3 (area B)

|6 i .22E-3 (area C)

ABCDEFGH IJKLMNOP

Table 4 Correlation

(Integration time

0.35E-3 without

0.93E-3 (n=4)

2.01E-3 (n=8)

4.44E-3 (n=16)

Amplitude

= 480sec)

J

gating

Table 5 Correlation Amp. of millisecond pulsar 1937+21

(assumed gating covers 3/4 of the total flux)

Average Without Gated Gated

Intensity gating (n=8) (n=16)

1.5GHz 9mJy 9.5E-5 5.7E-4 i.lE-3

2.2GHz 3.3mJy 2.9E-5 1.8E-4 3.5E-4

(gating time is period/n)

Dispersion At = 43.7ns for RF=I.5GHz , BW=250kHz

&t= 349.2ns for RF=I.5GHz , BW=2MHz

_t= 96.9ns For RF=2.2GHz, BW=2MHz
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QUESTIONS AND ANSWERS

D. Allan, Allan Time: Do you have any stability measurements against any reference clocks?
eg: The arrival time stability against a reference clock.

S. Hama, CRL: Now we use a reference clock; a cesium. The Cesium is compared to UTC
Japan by using GPS.

D. Allan: Do you have some results?

S. Hama: For timing measurement, I do not have the figure, but we are conducting timing
measurement experiment. We have some results, so I can show you later.

D. Allan: Thank you.
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Abstract

Millisecond pulsars are galactic objects that exhibit a very stable spinning period. Several tens

of these celestial clocks have now been discovered, which opens the possibility that an average time

scale may be deduced through a long-term stability algorithm. Such an ensemble average makes

it possible to reduce the level of the instabilities originating from the pulsars or from other sources

of noise, which are unknown but independent.

We present the basis for such an algorithm and apply it to real pulsar data. It is shown that

pulsar time could shortly become more stable than the present atomic time, for averaging times of

a few years. Pulsar time can also be used as a flywheel to maintain the accuracy of atomic time in

case of temporary failure of the primary standards, or to transfer the improved accuracy of future

standards back to the present.

i\
I\

\
\

\

\

1. MILLISECOND PULSARS

Pulsars are neutron stars which spin rapidly and have a strong magnetic field. This generates

a directional beam of electromagnetic radiation, which makes the pulsars detectable when the

Earth happens to lie on the path of the beam. In 1982 the first element of a new class of pulsars,

millisecond pulsars, was discovered, PSR1937÷21 [1]. These millisecond pulsars not only spin much

more rapidly, but have distinct physical properties that make them essential to an understanding

of the evolution of pulsars.

It was quickly recognized that the period of rotation of PSR1937÷21 is very stable. Since 1982,
astronomers have carried out timing observations which measure the time of arrival (TOA) of the

radio pulses relative to an atomic time scale. They have also discovered many more millisecond

pulsars, which are now regularly 0tJserved at a number of observatories. The technique allows
measurement of the TOAs with a precision of order 1 p_s. Such a precision maintained over the whole

period of observation (many years) makes it possible to reach a level of stability unequalled by any
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other technique. This opens new paths in astronomy and astrophysics: detection of gravitational

waves, probe of relativity in strong fields and high velocities, detection of planets orbiting pulsars,
eta [2].

As the measurements are referred to atomic time (AT), pulsar analysis demands that this reference

time scale be as stable as possible. Conversely it must be possible to transfer the stability of the

rotation of pulsars to atomic time if the former appears to be better for certain averaging times.

2. PULSAR TIME

2.1. Astrometric analysis of pulsar data

The measurement system detects the TOA of pulses at the phase center of a radiotelescope. The

TOAs are labelled in a local atomic time scale, and can later be referred to any time scale by the

appropriate time transfer technique. It is possible to relate the TOAs to physical parameters like

the position of the pulsar, that of the Earth, the spin rate of the pulsar etc. The goal of pulsar
data analysis is to determine the set of physical parameters that best fits the observations.

To give a simple representation of the physical relation, we can consider the ideal case of a pulsar

with a constant period, without motion relative to the solar system, and fictitiously observed at

the geocentre. In this case the TOA observations would be regularly spaced except for an annual

variation due to the orbital motion of the Earth. This one-year signature would determine the

astrometric position of the pulsar, and the period would be determined as the average spacing

between TOAs. The true situation is of course more complicated [3], but the general outline is
similar.

2.2. Pulsar Time

The astrometric analysis provides a deterministic model to predict the arrival times of pulses. This

is equivalent to defining an individual time scale PTi for pulsar i as follows: if A is the event "arrival

of pulse n of pulsar i at a given observatory", PTi(A) is the TOA computed from the model for

this pulse. This way we define a time scale which is usable, although a bit cumbersome: with a

radiotelescope and an adequate measurement system, any event can be compared to the arrival of

a pulse, at least in theory, just as any event can be compared to the lpps of an atomic clock.

For a given pulse, PTi(A) is the predicted TOA and AT(A) is the observed TOA referred to the

atomic time scale AT. The residuals of the timing data analysis, computed as observed minus

predicted values, represent the difference of the two time scales AT minus PTi at the dates of the
observations.

2.3. Relationship between AT and PT

In the present state of pulsar observations, the measurement uncertainty is as low as 0.2/zs in the

best case [4], but more generally is at the level of 1 ps. It is clear that the instabilities of the present

realizations of AT can be larger than 1 #s for averaging times of a few years. Indeed the fractional

frequency instability of the present best realization of an uniform atomic time is _timated at about

2 x 10-14 [5] and statistical analysis of the timing residuals of PSR1937+21 over several years of
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observation [2] indicates that the instability of AT-PT reaches similar values for averaging times

larger than one year.

It is thus tempting to assume that the intrinsic stability of PT (ie. the stability of the rotation of

the pulsar) is better than that of AT, and to use PT as a reference. In doing this, three problems

arise.

First, it is not possible to define PT independently from AT. This is due to the variation of the

rotation period of the pulsar, which cannot be described by a physical model. The variation of

the period is assumed to be linear with time, but its rate can be determined only by reference to

another time scale, that is to AT [6].

Second, AT-PT is the list of residuals to a fit which determines the physical parameters defining
PT. All but three of the fitted parameters correspond to short term periods (maximum one year),

and the remaining three correspond to a second-order polynomial of time. Thus such a fit filters

from the residuals all terms with short periods (up to one year) and long periods (of order the time

span T), so the instability of AT-PT can validly be estimated only for averaging times between

about 2 years and T/2. From this, we can infer the instability of AT only for averaging times long

enough to bring the measurement noise down to an instability level comparable with that of AT.

These times may range from six months to several years depending on the measurement system

and the pulsar.

Finally, several other sources of noise affect AT--PT, in addition to the intrinsic noise of AT and
of the rotation of pulsars. Among them are interstellar propagation effects, uncertainties in the

ephemeris of the solar system, and gravitational waves. All these contributions have identifiable

signatures so that in theory it is possible to discriminate among them, as proposed with the concept

of the pulsar timing array [7]. But for our purpose of finding a stable time scale with which

to compare AT, it is much more convenient to assume that all sources of noise except AT are

independent for different pulsars, and to average them by defining PT as a weighted average of the
individual scales from several pulsars PTi. To do this we have to devise an appropriate stability

algorithm, a procedure similar to that used for atomic clocks.

3. ALGORITHM FOR AN ENSEMBLE PULSAR TIME SCALE

The leading idea is to define a suitable algorithm that allows the computation of an ensemble pulsar
time PT with the best long-term stability (integration times from 2 years up to T/2), as discussed

in section 2. In pursuit of this aim, the following choices seem appropriate: PT is computed a

posteriori with the largest possible data sets;

\

• PT is a weighted average of each pulsar contribution;

• weights are chosen according to the long-term stability, over some years, of each pulsar;

• precautions are taken to avoid the injection of unwanted noises by residual deterministic

trends.

An algorithm corresponding to these characteristics has been devised and tested on simulated data,

as reported in [8], and it is here adopted for the analysis of real observation data.

\

\
\
\
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3.1. Preparation of data

As seen in section 2, the pulsar observation data are the results of an analysis in which the different

parameters of a model have been estimated. To the aim of constructing an ensemble pulsar time,
further analysis is necessary. It is desirable that the raw timing observations are made available

and reduced with the same theoretical model to ensure the consistency of residuals. When the only

available data are the residuals, it is desirable that the parameters of the models are provided to

check that no important differences exist between the models used. In particular, if the residuals

concern the same pulsar as observed by different observatories, the differentia] drift of one data set
versus another, if any, has to be removed.

The residuals obtained are (AT-PTi) where AT is a chosen reference atomic time. They should
contains only random components, apart from the residual deterministic trends due to uncertainties
in the estimation of the parameters of the model.

In the computation of a time scale, equispaced data are convenient. Since we are interested in

the long-term behavior of pulsar time, it is possible to construct a set of equispaced data with a

suitable short-term average of the available residuals. We have chosen to use residual series with

data spaced by 0.1 year. In order to prepare such series we process the available residuals with

a moving average on a 0.2 year interval (containing at least three data points) centered on the

date of interest. After such processing the resulting equispaced data are not really the residuals of

observations, but an average of them, and their stability for integration times lower than 0.2 year

is biased. Since we are interested in the stability for integration times larger than one year, this is
not a restriction.

E

F

3.2. Ensemble algorithm

In analogy with what is done for atomic time scales, the definition of the ensemble pulsar time
PT is the weighted average of the basic measurements (AT-PTi). It is defined in the form of the
difference AT-PT, as

8

AT- PT = _ wi(AT- PTi)
i

where wi is the relative weight aasigned to pulsar i. Weights are defined as inversely proportional

to the instability of each pulsar for an integration time of a few years. This can be realized by

taking for example the inverse of the Allan variance for 2.5 years, normalized to unity.

Since PT is computed a posteriori, when the complete set of data is available, each pulsar enters

the ensemble with a fixed weight corresponding to the estimated level of instability.

To optimize the long-term stability, it appears important to have a good estimation of the drift of

the pulsar period in order to avoid a residual drift occulting the long-term stability. This requires

an observation time long enough to smooth the measurement noise (white phase noise) and to reach

the long-term stability floor of the atomic reference time scale. At present, using TAI as reference

atomic time, this level is estimated to be 2 x 10 -14. If the instability of TAI-PTi reaches this level,

the residual drift will not degrade the stability for the integrating time of interest. If for any reason

other sources of noise exceed this level and the long-term instability of TAI-PTi does not reach

the above floor, the long-term behavior of pulsar i is treated as unstable and this pulsar enters the
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ensemble with a lower weight.

In the present test the weights have been estimated by computing the Allan variance of TAI-PTi.
If more data sets were available it might be worth estimating the instability by an N-cornered hat

technique or by reference to an equal weight average, as discussed in [8].

The weight of each pulsar is fixed, but the number of observed pulsars can change as new pulsars

are discovered or an observatory interrupts the pulsar timing. When the number or weight of clocks

changes in an atomic time scale, suitable corrections are added[9] to avoid time or frequency jumps.

In case of an average of pulsar residuals, all the deterministic trends have already been removed,

and the only possible effect is a time jump resulting from computations with ensembles having a

different number of residuals. So the removal or entry of a new pulsar is accompanied by a time

correction that ensures the continuity of the pulsar ensemble scale. Such correction, a, is defined

as

AT - PT = AT - (PT' + a),

where PT' is the new ensemble pulsar time computed with the data available after the change. It

is easy to see that the correction, a, is just the difference in time between the new PTI and the old

one.

4. APPLICATION TO REAL DATA

4.1. Available data

In this first experiment with real pulsar observations, the available data are the published residuals

of the timing measurements performed at Arecibo Observatory [10]. They concern PSRI937+21

for the period 1984.9 to 1991.2, PSRI855+09 for the period 1986.2 to 1991.2 and PSRI957+20 for

the period 1988.4 to 1991.2.

The residuals have been processed according to the procedure described above to obtain equispaced

data with an interval of 0.I year. Since all data come from the same observatory and have been

analysed with similar models, the residuals have been used without further processing.

The residuals used TAI-PTi are r_ported in Figure 1 and their estimated Allan deviations in Figure

2. From the instability behavior it can be seen that pulsars 1937+21 and 1855+09 reach comparable

instability levels for an integration time of about 2 years, while 1957+20 is ten times worse. For this

reason the weights adopted for 1937+21 and 1855+09 are equal, while the weight of 1957+20 is 100

times lower (For the period in which all three pulsars were measured, the weights are respectively

.497, .497, .006)

4.2. Results

The ensemble pulsar time PT, computed with the real data described above and compared with

TAI, is shown in Figure 3. From the instability analysis (Figure 4) it can be verified that the

ensemble PT is more stable than any single PTi for integration times in the range 1 to 2.5 years.

In this region the Allan variance of TAI-PT is almost fixed at the level 2 × 10 -14. Assuming that,

for the integration time of interest, the instability of TAI-PT is mostly due to that of TAI itself,

it is interesting to examine the long-term behavior of TAI-PT. To do that, a Vondrak smoothing

has been applied to smooth the noise due to Fourier components with periods lower than 1.5 year.
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The result may be seen in Figure 3. It shows a cubic signature which is mostly due to the fact that

a second order polynomial has been removed, nevertheless some information about the behavior of
TAI can also be inferred. This is discussed in section 5.

5. DISCUSSION

5.1. Estimation of the stability of TAI and PT

For averaging times from 1 to 2.5 years, the measured fractional frequency instability of TAI-PT

is about 2 × 10 -14 (Figure 4). As this is also the estimated long term instability (and inaccuracy)

of TAI [11], we have a good indication that PT and TAI can both be assigned an upper limit of

2 x 10 -14 for 2-year stability. We have tried to confirm this indication by performing two simple
tests on the present data set.

First we consider how the uncertainty in the determination of the time derivative of the pulsar

period P (linked to a quadratic term of time in the residuals) can influence the estimated stability

of each pulsar time, and consequently its attributed weight and the average PT. From the 1937+21

data, the uncertainty on/5 is estimated to 2 × 10 -25 s/s [10]. This corresponds to a quadratic term

of 6 × l0 -23 s -1, which has a theoretical 2-year Allan deviation of 0.7 'x 10 -14. If we arbitrarily

add such a quadratic term to the residuals, we observe that the 2-year frequency instability of this
pulsar is not significantly changed, and the instability of the average is Very similar.

Second we try to refer the pulsar data, and PT, to another atomic time scale. In the computation of
TAI, the BIPM first generates a free-running time scale named EAL. TAI is then derived from EAL

by steering its frequency to that of the primary frequency standards. As a test we have used EAL

as a reference for pulsar data, and computed EAL-PT. It is interesting to note that the comparison
with TAI-PT provides two hints which favor TAI, as might be expected. The difference between

TAI and EAL over the period of reference arises mainly from a number of frequency steerings, after

mid-89, that bend TAI "upwards" (to a net amount of 1 ps at the end of 1991). It can be seen in

Figure 5 that this bending makes TAI-PT wander less than EAL-PT, a kind of visual indication

that the steerings acted in the right direction. This is confirmed by the 2-year Allan deviation

which is 10% higher for EAL-PT. Although this is not statistically very significant, it may provide

the first evidence that the steering of TAI resulted in a time scale more stable in the long term,
because it is more accurate.

This application to real data has limited value because only 3 pulsars were used, and for only 2 of
them has TAI-PT reached a level of stability comparable with that of TAI. Furthermore the dataset

with 2 pulsars or more covers a period of only 5 years. Nevertheless the outcome of this work looks

promising because we have reached the level where we can infer some information about TAI, and
the situation is one which will evolve rapidly. From the present programme of pulsar observations

we anticipate that at the end of the century we shall have 10 to 16 years of observations on 6-

8 pulsars, half of them yielding data comparable to PSR1937+21, ie. showing a 2-3 year Allan

deviation of a few parts in 10TM, the remaining ones reaching this level after 5-10 years. This will
considerably improve the stability of the ensemble average.
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5.2. Transfer of the accuracy of atomic time

It is possible to take advantage of the long term stability of PT to transfer the accuracy of atomic

time from one period of time to another, provided continuity in the pulsar observations is main-

tained. This is because, under the proposed scheme, the random part of the long term instability

of PT can be decreased by averaging to a level much lower than that of the uncertainty in the

present realization of the atomic second.

One application could be to use PT as a flywheel to maintain the accuracy of atomic time in the

event of a temporary failure of the primary frequency standards. Similarly, when a future frequency

standard with improved stability has been in continuous operation for years (and eventually pro-

vides a new definition of the second), PT will allow a backwards transfer, making it possible to

evaluate the accuracy of our pre_ent atomic time .scales. In this case, however, a limitation could

arise from the random part of the instability of PT itself, which may be worse than that of the new

standard for long averaging times. Such a situation is illustrated in Figure 6 where we show the

result of a simulation. We have generated an atomic time scale which has an accuracy in the 10 -14

range for 15 years and in the 10-16 range for the next 15 years, and a pulsar time PT which has
random errors in the 10 -15 range. When PT is referred to AT over the whole period, P and t5 can

be determined so well that, over the first 15 years, AT-PT reveals the inaccuracies of AT (dashed

line). In contrast when only the first 15 years are available, AT-PT only reveals the instabilities

in AT (dotted line).

6. CONCLUSION

A millisecondpulsarcan providea time scalewhose longterm stabilitycould be comparable with,

or even betterthan,that of the presentatomic time. Using data from many pulsars,itispossible

to derivean averagepulsartime scalethathas a stabilitybetterthan atomic time and betterthan

the time derived from individualpulsardata. This improvement holds for averagingtimes from

above one year up to about halfthe periodofobservation.A simplealgorithm torealizethisgoal

has been described.

A tentativeapplicationofthe above procedureto realdata yieldslimitedresultsbecause very few

pulsarshave been observed,and the time span ofthe observationsisonly a few years.Nevertheless

it seems that such a realizationof pulsar time reaches the levelof instabilityof atomic time.

Current programme ofobservationsmake itpossibleto have enough data at the end ofthe century

to estimatethe instabilitiesof the presentatomic time. Ifa more accurate atomic time scaleis

then available,itwillalsobe possibleto determine the presentinaccuraciesof atomic time.
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more years is simulatec_ (solid line). A simulated pulsar time PT with 10 "Is stability is

referred to AT over the 30 years (dashed line). It allows to transfer the accuracy of AT

from the last 15 years to the first 15 years to the 10 -15 level. When PT is referred to AT

over the first 15 years only (dotted line), it merely allows to estimate the instabilities
of AT.
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QUESTIONS AND ANSWERS

D. Matsakis, USNO: It seems like it doesn't meet the criterion of common sense, but here is
my argument. You take the best pulsar and say that it's maybe 2 or 3 times worse than what
you think the atomic clocks are. Then you average in another pulsar which you know is worse

and you average it in with the same weight which might be the wrong way to average it and
you say you're as good. That doesn't seem to be quite right.

G. Petit, BIPM: The ways we have chosen are representative of the stability of the pulsar for
averaging times of say 2 years here.

D. Matsakis: I am not questioning the weight. I am just saying you will expect to maybe you
do square root of two better or something like that; but now you're saying your direction here
is good, and when you look at the two curves, the long term things, they don't really seem to
agree with each other.

G. Petit: Which two curves?

D. Matsakis: No, the one you show with the three pulsars. The one that was very bad which
seems to have a systematic problem to it, if I may comment there.

G. Petit: You mean the residuals themselves?

D. Matsakis: Yes. Well, all the stability on the first, where they showed all three pulsars
together.

G. Petit: This one?

D. Matsakia: Yes, that one. It doesn't seem to me like those two pulsars, the two good pulsars
agreed with each other more than they agreed with the atomic clocks. If I were to look at

that I would say that the millisecond pulsar; the best pulsar is the deviant one of the three;
the worst one, on the basis of the long term thing; long term residuals.

G. Petit: We cannot say the stability will obtain 2× 10 -14 q*-0.001. What we can say is the level
of stability that is achieved by using two pulsars which have comparable stability of three years.
This is a level of stability which is achieved is comparable to that of TAI. So that pulsar time
itself is not lost in TAI. So it is at least as good.

G. Winlder, USNO: Is it possible to apply the three cornered hat method to resolve these four
differences?

G. Petit: Yes, it's a way to estimate stability of which pulsar given the difference of'atomic

time minus pulsar time. You can in fact with the cross differences with pulsar time, 1 minus
pulsar time and estimate that each stability of each pulsar time is squared. I've mentioned

that we have not used this for this case because the case that two pulsars are the same weight
and either one was ( ? ) but clearly for several, or if you have many pulsars, it is a way to
do it.

D. Allan, Allan Time: Another question which I think is very relevant here. If you look
at the history of atomic time keeping frequency standards have improved about an order of
magnitude every seven years. If you project the year 2000, we should be another order of
magnitude better. We know of devices that should be at least that good if not better than 10 -15

to 10 -16 by that time and if you now look at the fundamental problem with pulsar metrology,
it is the measurement noise. Even with the new upgrade at Arecibo, which is costing ten
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million dollars,we anticipatethe noiselevel to go downto 100nanoseconds.If I do optimum
statisticalprocessingusingmodified%(-r),I expectto seea clock projectedinto the future at
that level of an integrationtime of about 200years. I'm limited by the measurementnoisein
other words.

G. Petit: Yes, but if you consider that now it is expected to find one pulsar in every one
hundred square degrees of the sky, you can anticipate to have several hundred pulsars to

average. So pulsar time could gain a lot of stability just by statistical arranging.

D. Allan: So you're saying that by sheer numbers if I had 100 pulsars then I would have an

improvement of the factor of 10 from statistical independence, is that what you're saying?

G. Petit: Yes.

D. Allan: Even with that if you drop that down to 20 years, the projected improvement in
atomic clocks would out strip anything you can achieve from pulsars.

G. Petit: That is true but what I am also saying is that we can take advantage of the whole set

of pulsar data and we can use the future improvement of atomic clocks to gain information at

the present atomic time. That is also a use of millisecond pulsars.

D. Allan: I am happy to see the data. I am just projecting that by the year 2000, you may be

left in the dust.

G. Petit: Well anyway, why do you assume I would be happy to have 10-1_ time scales to get
better data.

Question: Question about whether you've taken relativity and inertial frame effects into account

for pulsar time?

G. Petit: That is taken into account in the last phase, which we have not developed because,

with a simple model, it is actually much more complicated. That analyzes here to fit the model
to the observation, takes into account everything which has to be taken into account; including

relativity and whatever you want.
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Abstract

An experiment was conducted to investigate the equivalence of two methods of time transfer in a

noninertial reference frame: by means of an electromagnetic signal using laser light pulses and by

means of the slow ground transport of a hydrogen maser atomic clock. The experiment may also be

interpreted as an investigation of whether the one-way speeds of light in the east-west and west-east

directions on the rotating earth are the same. The light pulses were sent from a laser coupled to a

telescope at the NASA Goddard Optical Research Facility (GORY) in Greenbelt, Maryland to the

U.S. Naval Observatory (USNO) in Washington, DC. The optical path was made possible by a 30-cm

fiat mirror on a water tower near GORF and a 25-cm fiat mirror on top of the Washington National

Cathedral near USNO. The path length was 26.0 km with an east-west component of 20.7 km.

The pulses were reflected back over the same path by a portable array of corner cube reflectors.

The transmission and return times were measured with a stationary Sigma Tau hydrogen maser

and a University of Maryland event timer at GORF, while the times of reflection were measured

with a similar maser and event timer combination carefully transported to USNO. Both timekeeping

systems were housed in highly insulated enclosures and were maintained at constant temperatures

to within "4-0.1° C by microprocessor controllers. The portable system was also protected from shock

and vibration by pneumatic supports. The difference AT between the directly measured time of

reflection according to the portable clock and the time of reflection calculated from the light pulse

signal times measured by the stationary clock was determined. For a typical trip AT <100 ps and

the corresponding limit on an anisotropy of the one-way speed of light is Ac/c < 1.5 x 10 -6. This

is the only experiment to date in which two atomic clocks were calibrated at one location, one was

slowly transported to the other end of a path, and the times of transmission, reflection, and return

of short light pulses sent in different directions along the path were registered.

INTRODUCTION

The precision of time synchronization techniques made possible by hydrogen maser atomic clocks,

event timers, and short pulse laser ranging systems implies that relativistic effects must be modelled

a Present address: W.L. Pritchard & Co., Inc., 7315 Wisconsin Avenue, Suite 520E, Bethesda, MD 20814.

Present address: Department of Physics, University of Maryland Baltimore County, Catonsville, MD 21228.

c Present address: Bendix Field Engineering Corporation, Lanham, MD, 20706.
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inthe practicalrealizationofa spatiallydistributedtime scale.The prescriptionrequiresthe adoption

ofan appropriatesetofconventionsand a coordinatereferenceframe so thata self-consistentscaleof

coordinatetime can be established[1,2].There aretwo methods forthe comparison ofremote clocks:

the propagation of an electromagneticsignaland the transportof an intermediateportableclock.

Experiments are required to test the assumptions and interpretation of the theoretical model. These

experiments also provide a means to investigate the foundations of the metric theory of space, time,

and gravitation, in which the behavior of clocks and light pulses plays a central role. In particular,

the equivalence of the two methods of time synchronization in the noninertial reference frame of the

rotating earth was recently tested at the University of Maryland [3]. This experiment may also be

interpreted as a test of the isotropy of the one-way speed of light in the east-west and west-east
directions.

In the experiment, short pulses of light were sent from a laser coupled to the 1.2-meter telescope at

the NASA Goddard Optical Research Facility (GORF) in Greenbelt, Maryland, to the U.S. Naval

Observatory in Washington, DC. The pulses were reflected back over the same path by a portable array

of corner cube reflectors. The proper time of emission rl and proper time of return r3 of each pulse were

recorded by a hydrogen maser and event timer at GORF. The proper time of reflection r2 was recorded

by a second hydrogen maser and event timer carefully transported to USNO. The two timekeeping

systems were calibrated both before and after the portable clock trip. If the corresponding coordinate

times of reflection calculated from the measurements by the portable clock and the electromagnetic

signals are respectively t Pc and t2zs, the quantity

AT --tPc - tEs

should be zero in any self-consistentrelativisticprescription.

thereforeto determine AT.

(I)

The object of the experiment was

Research in preparation for this experiment has been reported in previous PTTI papers. In 1982

measurements of light pulse time comparisons were first performed over the optical link using cesium

beam clocks to support the proposed LASSO experiment [4]. With the cooperation of the Johns

Hopkins University Applied Physics Laboratory, several trips were made in 1987 to test the feasibility

of using a hydrogen maser as a portable clock. In one trip a time transfer between APL and USNO

was completed with a time closure of less than 200 ps [5]. A pilot experiment to measure AT was

carried out during the spring and summer of 1988 using a Sigma Tau maser borrowed through the

courtesy of APL and JPL as the portable clock and an APL NR-series maser on loan from the NASA

Crustal Dynamics Project that was kept at GORF. Subsequently, the present experiment was carried

out over the period from September 1988 through April 1989 using two Sigma Tau masers loaned by

the National Radio Astronomy Observatory VLBI program. Preliminary results were described at

the 1988 PTTI meeting [6].

This is the first experiment in which two atomic clocks were calibrated at one location, one was slowly

transported to the other end of a path, and the times of transmission, reflection, and return of short

light pulses sent in different directions along the path were registered. In contrast to experiments

of the Michelson-Morley type [7], in which light is sent around a closed path, these measurements

test the isotropy of the one-way speed of light. However, unlike other recent experimental tests,

such as M6ssbauer gamma ray absorption experiments on a rotating disk [8, 9] and atomic beam laser
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Figure 1. Schematic diagram of experiment.

spectroscopy measurements [10], this experiment uses short light pulses involving the group velocity
and actual measurements of time rather than waves involving the phase velocity and measurements

of phase difference or frequency. It complements two other experiments involving hydrogen masers

at the opposite ends of a path: the JPL experiment of Krisher et al. [11, 12], in which a possible
diurnal variation was monitored in a continuous laser signal sent along a fiber-optic link, and the

Smithsonian Astrophysical Laboratory experiment of Vessot et al. [13], in which the rate of a rocket-

borne hydrogen maser was measured as a function of height, speed, and direction.

EXPERIMENT DESIGN

A schematic diagram of the experiment is illustrated in Figure 1. The phase difference between the

portable and stationary masers was monitored continously at GORF, interrupted only by the portable

clock trips. Before and after a trip, a series of optical measurements with the laser pulses was also

performed at GORF to calibrate the time measurement systems assuming AT = 0 locally. Then the

portable system was transported to USN0 and the optical measurements were repeated to determine
the value of AT at the other end of the path. The portable clock was compared with one of the USN0

masers to verify its stability while at the remote site.

Assume that coordinate time is established by synchronization with the clock at GORF. Then the

coordinate time of reflection of each light pulse according to the method of clock transport is

t_° = _ + _t_ (2)

where At Pc is a relativistic correction for clock transport. Similarly, the coordinate time of reflection

obtained by using electromagnetic signals is

1 Es 1 es
t_s= _ + _ (_ - _) + _t_ = _ (_ + _) + '%e, (3)

where At_ s is a relativistic correction for electromagnetic signals. The value of AT is therefore

+ Atrel) . (7"1 Jr 7"3) "!- Atre I = 7"2 -- (7"1 "t- '/3) "tl- AtrelAT = (r2 PC 1 zs 1 (4)
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PC ES
where Atr_l = At_l -- At_l. The individual relativity corrections At Pc and At Es depend on the coor-

dinate system but in any self-consistent relativistic prescription their difference At_ is independent

of the coordinate system. Physically, this is because the apparatus with which the measurements

axe performed cannot be affected by the choice of coordinate system in which the data are analyzed.

For example, in a locally inertial system, Atr_lc = fp_th(V2/2c 2 -- gh/c_)dr and AtE s = 0, where v

is the portable clock velocity, g is the acceleration of gravity, and h is the height above the geoid.

Alternatively, in an earth-centered rotating coordinate system, At Pc = fp_th(v2/2c2-gh/c 2) dr+2oJA/e 2
and AtE s = 2_A?/c _, where o_ is the angular rate of rotation of the earth and A or A _ is the equatorial

projection of the area bounded by the path and the earth's radii at each end of the path. Therefore,

if the portable clock path coincides with the light path, so that A = X, in either case

1/ (Iv')=h 2 --gh dr. (5)

The portable clock correction has been tested experimentally in the neighborhood of the earth [14].

The isotropy of the one-way speed of light investigated by the present experiment requires that this
difference in corrections should be frame-invaxiant.

The actual measurements are the clock "registration times" r_, r_, and r_. The corresponding proper

times associated with the stationary clock are

and

r3 = r_ - Ars (6b)

while the proper time associated with the portable clock is

= - - (7)

where Ars and A_ are the total systematic offsets due to cable delays and response times in the

stationary and portable systems, respectively, and Ar_s is the proper time offset due to the phase

difference between the two systems. The net systematic delay is

Ardel ---- Arp -- Ars . (8)

Due to inefficiencies in optical detection, only about 50 out of 1000 pulses yield measurements of all

three times. Therefore, the measurements of r_, r;, and r_ are merged on a computer for all of the

laser pulses to identify the corresponding sets of values. The matching program produces distributions
for the differences

_= - ,7
and

Therefore, we can express Eq. (4) in the form

1 ,
AT = ATe1 - _ AT_I - Arde I -- A_, s + Atrel (10)

where At_l is given by Eq. (5). This is the primary working equation for the experiment. The

delay A'rde I is eliminated by the calibration measurement at GORF, while the proper time offset A_s

between the portable and stationary masers at the time of the remote measurement is determined by
interpolation.
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OPTICAL PATH AND CLOCK ROUTE

The optical path from GORF to USNO is illustrated in Figure 2. A truck equipped with an electrical

power generator was provided by APL and was used to carry the portable maser. The 1.2-meter

telescope at GORF is at longitude 760 49.7', latitude 39° 1.4', and elevation 43 m. The site is shown

in Figure 3. The retroreflector array was set up in front of Building 1 at USNO at longitude 77° 4.0',

latitude 380 55.3', and elevation 79 m. The truck is shown parked at this location in Figure 4. Due to

local topography, there is no direct line of sight. However, the optical path was made possible by a

30-cm fiat mirror on a water tower near GORF and a 25-cm fiat mirror on top of the Washington

National Cathedral near USNO. The path length was 26.0 km with an east-west component of 20.7 km.

The 37.4 km route taken by the portable clock in the truck is indicated by a broken line.

During a calibration measurement, light pulses from the telescope were reflected off a small mirror
mounted on the tower labeled "laser beacon system" in Figure 3. This system previously had been

disassembled and the dome removed. The telescope is shown in the calibration position in Figure 5.

The truck containing the portable maser can be seen (partially obscured by a trailer office) with the

portable detector behind it. A closeup view of the detector package is illustrated in Figure 6.

A telephone was installed at each location. On the night of a measurement, the activities were

coordinated by means of a telephone conference call. A minimum team consisted of three people at

GORF to operate the laser and event timer and to coordinate activities; one person at the water

tower and one person at the cathedral to adjust the mirrors; and three people at USNO to drive the

truck, adjust the detector, and run the portable event timer. Figure 7 shows the beam as seen from

the cathedral. The green laser flashes from the water tower were brighter than all other lights visible

and the signal arriving at USNO projected shadows of the detector against the side of the truck.
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Figure 3. Overhead view of the NASA Goddard Optical Research Facility (GORF).

Figure _t. Truck parked in front of Building 1 at USNO where optical measurements are taken.
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Figu_ 5. 7.2-meter telescope. The laser is in the structure beneath the telescope. The buildin9 at

left contains the telescope tracking computer. The building in rear contains the stationary maser and

event timer and electronic equipment. The water tower is visible on the horizon.

Figure 6. Portable corner cube reflectors and detector.
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Figure 7. Laser beam from water tower as seen from the cathedral. The illuminated structure at left
is a 215-m high television broadcast antenna.

MASERS AND EVENT TIMERS

The masers used in this experiment were Sigma Tau masers 5 and 6 that were loaned by the National

Radio Astronomy Observatory near Soccoro, NM. Maser 5 was kept at GORF and maser 6 was kept

in the truck. These masers were part of a group of ten that were constructed for NRAO by Harry

Peters and his associates at the Sigma Tan Standards Corporation for use in the Very Long Baseline
Interferometry program [15].

The two event timers used in this experiment were developed by the University of Maryland Quantum
Electronics Group, as described in Reference [6]. Each event timer has two channels and can measure

the epoch of an event to a precision of 20 ps. Data at GORF were recorded by a PDP-11 computer

and data for the portable system were recorded by an Amiga PC carried in a van that accompanied
the truck.

The portable maser and event timer were contained in a specially constructed, highly insultated

enclosure mounted on pneumatic supports. The temperature of the interior of the enclosure was

maintained constant to within -I-0.1*C by a Shimaden SR-22 PID microprocessor. The truck in-

terior was also temperature controlled. The configuration of the portable maser and event timer

is shown in Figure 8. Similarly, the stationary maser and event timer at GORF were maintained

within temperature controlled enclosures with the same level of stability. All maser cabling used a

temperature-stabilized foam-dielectric cable manufactured by Cablewave Systems (FLC 12-50J) with

type "N" connectors. The temperature sensitivity of this cable is about 10 ppm/*C.

The phase difference between the portable and stationary masers was monitored at GORF con-

tinuously except during the portable clock trips with an Erbtec system [16]. This system utilizes a
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Figure 8. Portable maser and event timer within enclosure.

principle of mixing the 5-MHz frequency of each maser with a synthesized frequency of 4.999 990 MHz

to generate two 10-Hz beat signals. The phase difference between these beat signals can be measured

by standard methods and is equal to the phase difference between the 5-MHz signals themselves. The

resolution is 0.2 ps with an ambiguity of 200 ns.

LASER AND DETECTORS

The laser is a Q-switched, mode-locked, cavity dumped neodymium-YAG (Nd: YAG) stable resonator

with two amplifiers. The fundamental infrared wavelength of 1064 nm is converted to green at 532 nm

by frequency doubling with a nonlinear crystal. The conversion efficiency is more than 40%. The

output energy in the green is 10 mJ with a stability of 10%. The average pulse width was 70 ps and

the repetition rate was 10 Hz.

A passive polarization switch coupled the laser to the telescope. The light was reflected by a thin

film polarizer and entered the telescope through a zero-order quarter-wave plate, which changed the

polarization from linear in the vertical direction to circular. The beam emerging from the telescope
was about 30 cm in diameter and passed to one side of the secondary mirror. The returning pulses

suffered some depolarization but were mostly circularly polarized in the opposite sense. The quarter-

wave plate changed the polarization from circular back to linear in the horizontal direction. The light

then passed through the thin film polarizer and was reflected by a dichroic mirror to the return pulse

detector.

The rl-detector for the outgoing pulse was a Lasermetrics model 3117PD high-speed silicon PIN diode

with a risetime of less than 150 ps and a jitter of less than 10 ps. The ra-detector was a Hamamatsu

microchannel plate photomultiplier tube with a risetime of 150 ps and a time jitter on the order of

30 ps. The r2-detector in the portable timing electronics was an RCA C30902E avalanche photodiode
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lines represent maser phase comparisons. Circles represent optical measurements, where error bars
indicate standard deviations of the mean.

cooled with dry ice and operated in the avalanche mode. The risetime was approximately 500 ps with

a jitter on the order of 150 ps. The measured energy sensitivity was approximately 10 ps/mV. The

output level was held constant to within about 10% of 150 mV by adjusting the incident light with
an iris on the detector package, as illustrated in Figure 6.

RESULTS

A parabola was fitted to the maser relative phase measurements obtained before and after each trip by
the method of least squares. The pretrip and posttrip optical measurements were next fitted to this

parabola to remove the constant systematic delays associated with the cables and electronics. The

relative difference between the optical measurements performed at USNO and the interpolated maser

phase measurements then determined AT. Measurement residuals for a typical trip are illustrated in

Figure 9. The values for all nine trips in which a complete set of measurements were obtained are

summarized in Table 1. Plots of measurement residuals for these trips and a composite plot of optical
residuals are given in the Appendix.

For a typical trip AT < 100 ps and the corresponding limit on the anisotropy of the one-way speed
of light is Ac/c < 1.5 x 10-6. By comparison, if there had been a Galilean effect associated with the

earth's motion around the sun at a velocity of 30 km/s, the result would have been AT = -6.9 ns.

However, the data are not sensitive to a hypothetical Galilean effect of 83.1 ps associated with the

earth's rotational velocity of 360 m/s at latitude 39°.

The relativity correction Atrel of Eq. (5) was integrated numerically using Simpson's rule. The truck

velocity was monitored with a Stewart-Warner "sender" unit attached to the speedometer cable. The
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Table 1

Measured values of AT according to Eq. (10)

Trip AT Maser rate change

mean sd posttrip -- pretrip

(ps) (ps) (xlO -14)

March 10 65.2 27.1 +3.7

March 16 69.9 89.7 -2.7

March 21 82.6 48.0 -1.8

March 22 35.6 68.9 +0.6

March 25 -6.6 38.1 - 1.9

March 28 123.2 73.4 -2.0

April 9 -14.4 36.6 +0.2

April 11 35.4 52.8 +1.4

April 13 -29.4 22.1 +0.3

sender generates a squarewave whose frequency is proportional to the velocity. A frequency-to-voltage
converter circuit was used to record the velocity as a function of time on a strip chart recorder. The

truck was driven at a maximum velocity of 50 km/h to minimize vibration. Elevations were determined

from topographic maps. The resulting velocity correction is +2.6 ps and the elevation correction is

-12.6 ps, yielding a net correction of - 10.0 ps. There is an additional correction of -14.3 ps per hour

of dwell time at USNO due to higher elevation. A typical trip required about one hour to drive each

way and two hours to perform the optical measurements. The total correction upon return to GORF

was thus about -50 ps. The Sagnac correction 2wA/c 2 due to the earth's rotation is 83.1 ps in an

earth-centered coordinate system, but this correction was not included in the data reduction since it

should apply equally to light propagation and clock transport for coincident paths.

The atmosphere affects the determination of range but not the transfer of time [4]. In the case of

a range measurement by the radar technique, the delays caused by the atmosphere are additive. In

contrast, in an optical time transfer the atmospheric delays are subtracted. The standard deviations

of AT_ and ATe1 were of the order of 100 ps and 200 ps, respectively, for a trial of about 1000 pulses
over 100 seconds. The variation was approximately the same for calibration measurements at GORF

(1 Us round trip time) and for optical time transfer measurements at USNO (174 us round trip time).
Thus the data support the assumption that atmospheric fluctuations over the round trip time of flight

were neglible.

The principal limiting factor of the experiment was the poorly understood response of the detec-

tors. For an improvement in the result, the time jitter due to light intensity fluctuations of the

v2-detector, in particular, must be reduced. A second source of ambiguity was the change in rate

of the portable maser, which was typically about 1 part in 10TM between the pretrip and posttrip

calibration measurements. In Several tests, it was found that rate changes were not induced during an

uninterrupted trip; rather they took place during a pause in the trip. Changes in maser orientation

also caused a rate change. Improvement in the enclosure suspension and use of one of a new generation

of Sigma Tau masers having a varactor instead of a thermal mechanism in the autotune circuit would

likely reduce these changes and permit a linear (rather than parabolic) fit of the maser phase difference.
f
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APPENDIX

Plots of Measurement Residuals
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Maser 6 (Truck} - Maser 5 (GORF); t2 - (tl + t3)/2

Trip of March 21, 1989
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Maser 6 (Truck) - Maser 5 (GORF); t2 - (ti + t3)/2

Trip of March 25, ig89

lO0 o

-W3-

-lO0!

0 _600 7_00 fO000 f4400

.L

Ri600 _ 20800 52400

time (a)

Maser 5 (Truck) - Maser 5 (GORF); t2 - (tt + t3)/2

Trip of March 2B. t989

200"

lO(

_°t
0

I _ _ : : : I _ I = : _ _ _ I-t-I I I I t I I I _ : : _ _-_-H
3600 7800 i04MO i4400 lOGO0 _i600 I_sO0 ! _1800

time (a)

101



Maser 6 (Truck) - Maser 5 (GORF); t2 - (tt + t3)/2

Trip of April g, 1989
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QUESTIONS AND ANSWERS

E. Mattison, SAO: To what do you ascribe the scatter in the measurements by light beams?
What is the major contributor to the noise there? Also it seems as if the post trip calibration
data had more scatter than the pretrip calibration. Was that always the case and to what to
you ascribe that?

R. Nelson, University of Maryland: I am glad you asked the question because I wanted to

point out what we consider to be our major source of error. Our major source of error, in our
judgment, was the response of the T2 detector. Time jitter was approximately 150 picoseconds

and it was primarily due to the sensitivity of the detector to the fluctuations in light intensity.
It was energy sensitive, i do not think it is fair to say that the post trip calibration were
anymore scattered that the pretrip. I chose one particular example but it was only considered
to be representative and not definitive.
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Abstract

The preceding paper describes the results so far (interrupted in the Spring of 1989 because of

lack of funds) of an experiment comparing the one-way light propagation times on the surface of
the rotating Earth. For the 20 Km path length component in the East-West direction the predicted

difference between the opposite sense propagation times would be 160 ps, if the _ 360 Km]s surface
speed of the Earth gives effective light speeds of 3xlO s m/s -4- 360 m]s. This could lead to a

prediction of the difference between the clock transport and the light pulse synchronization methods

described in the preceding paper: AT = 0.5 (160) - 80 ps. The current upper bound of _100

ps for A T is limited by poorly understood systematic errors. The most important seems to be
intensity--dependent time delays in the remote light pulse avalanche photo-diode detector. This will

be replaced by a continuously operating circular scan streak camera having single photon sensitivity

and a time resolution of _ 5 ps. (This camera has recently been developed by the Xian Institute

of Optics and Precision Mechanics in the P.R.C.). Better isolation from shocks and vibration for

the Sigma-Tau hydrogen maser during transport will be provided. It is hoped that AT < 20 ps
can be achieved.

Introduction

The experimental results reported in the preceding paper[l] and in greater detail in the Maryland

Ph.D. dissertation of R.A. Nelson[2] are, we believe, the most precise comparisons of remote clocks

ever achieved, both for the clock transport method and for the laser light pulse method. The

experiments are also the first ever to measure directly the difference in the one-way propagation

times of light pulses for the East-West and West-East directions between two fixed points on the

rotating Earth. Several experimental difficulties have limited the comparison to an uncertainty

of _100 ps. These will be discussed briefly. Improved techniques which may overcome them and

allow an uncertainty of only 10-20 ps will be described.

lPresent address: W.L. Pritchard & Co., Inc. 7315 Wisconsin Ave:, Suite 520E, Bethesda, MD 20814
_Also at Department of Physics, University of Maryland, Baltimore County Campus, Baltimore, MD 21228.
3Visiting from the Shanghai Astronomical Observatory, People's Republic of China.
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Why the Measurements Need To Be Improved

It is important to achieve an uncertainty substantially less than 80ps in the quantity AT defined

below. This is the predicted value if the local group velocity of the short light pulse is not isotropic

but exhibits a vector composition with the local surface velocity of 360 m/s. Let tl be the epoch of

the transmission of the light pulse, t2 be the epoch of reflection and detection at the remote site,

and t3 be the epoch of reception back at the initial site. We analyze the measurements in terms of
the difference AT between the direct reading on the transported clock t2 and the Einstein special

relativistic prediction for the reading of the remote clock in terms of the times t2 and t_3

AT = t2- = -

This can also be expressed in terms of the local speeds of light if these are different, having the

value c 4- rw, where r is the distance to the spin axis of the Earth and w is the angular velocity of

the rotation. Let L be the projected path in the East-West direction. Then

1 [ L L ] _"_Lr_+AT:_ c- rw c + r_ _

[In the preceding paper[I], the product Lr is written as 2A where A is the area of the isosceles

triangle with side lengths L, r and r.]

Some of the scientific reasons for performing these one-way light propagation experiment from

the standpoint of fundamental physics were given in the PTTI report in 1988 [3]. Let us here

note only that actual experiments with atomic clocks and laser light pulses can, and must, play a

crucial role in securing our knowledge for the formation of appropriate concepts in a complete and

correct field theory of space, time and gravitation. This could be analogoths to the role played by

experiments on electric and magnetic phenomena in the 19th century (e.g. Faraday's iron filings,

induction, etc) which led to Maxwell's theory of the electromagnetic field.

On the practical side, the Global Positioning System will not perform at its full accuracy unless

the correct relativistic physics is used in the interpretation of the measurements. Let it be noted

that in 1976 a mistake in the planned implementations in the GPS of the effect of the gravitational

potential difference between the clocks in the space vehicles and those on the Earth was identified

by Leonard Cutler, Gernot Winkler and the first author of this paper. This mistake was revealed

during discussion after the presentation of the results of our proper time experiments with atomic

clocks in aircraft [4,5,6]. It was planned to correct twice for the effect: first, by reducing the rate

of the orbiting clocks by a physical offset, and, second, by wrongly allowing for a violet shift even

after the physical offset. It took several years for the mistake to be corrected. (Some details are

given in references [5] and [6]).

The method of interpreting monitor station measurements currently used by the control-segment

of the Global Positioning System may be assuming an anisotropy of the speed of electromagnetic

wave for the local observers. If this is not the correct physics, it may be one of the sources of

systematic error in the GPS/Navstar performance.

The concern about this matter is caused in part by paragraph 20.3.3.4.3.5 in the Interface Control

Document 200:
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Geometric Range: The user shall account for the effects due to Earth rotation

rate (reference Table 20-IV) during the time of signal propagation so as to evaluate the

path delay in an inertially stable coordinate system.

The actual measurements by monitor station or users are, of course, made on the surface of the

rotating Earth, a non-inertial system. The quoted paragraph is not very clear. One interpretation

could be that for such observers the effective speed of signal propagation is c-4-rw. The inter-

pretation of the measurements by the GPS control segment and the transformation to the Earth

Centered Inertial Frame where calculations are done, are being actively investigated.

Effects of the Atmosphere

The total horizontal one-way path is about 27 km which amounts to some 4 vertical scale heights

of the atmosphere. The additional contribution of the index of refraction, n (n-1 _ 3× 104), to the

87 #s one-way time is 26 ns. However for the difference in one-way times which we are measuring,

this contribution cancels if there is no change in the optical path in the atmosphere during the

174 its round-trip time. It is generally accepted from studies of atmospheric fluctuations related
to astronomical "seeing" that vertical paths require more than 2 ms to change appreciably. The

scatter in our optical time comparison is about the same for the calibration measurements, with

a path length of only a few hundred meters as for the remote measurement (see plots in the

Appendix to [1]). This gives some confidence that the outgoing and incoming atmospheric delays

are the same. The optical path over the city of Washington is far from the ideal location for this

experiment. A path over land not occupied by people, or, of course, in an evacuated pipe, would
be much better.

Brief Discussion of Sources of Error

Examination of the plots of measurement residuals for the nine trials given in the Appendix to

the preceding paper [1] shows that the scatter in the optical comparisons is much larger than the

hydrogen maser phase comparison during the calibrations. The traveling maser was compared with

other masers at the USNO during the dwell time there and always exhibited good phase stability,

but there was no way of determine whether a rate change had occurred during the transport of

sufficient size to produce a significant offset. The good parabolic fits suggest that clock performance

during transport was not a major source of error.

We suspect that the large fluctuations in intensity of the detected laser pulses, produced by the

different optical patks from pulse to pulse (10 Hz laser repetition rate), each with a different

spatial mottling pattern, are the major source of error. The cooled avalanche photodiode used as

the t2 detector exhibited sufficiently large intensity dependent time delay for this explanation to

be plausible. However these delays have not been adequately understood or characterized.

Attempts were made during the optical measurements to keep the average intensity on the detector

constant by visually monitoring the pulse heights on an oscilloscope and adjusting an aperture

before the focusing lens of the detector. Inspection of the plots in the Appendix to the previous

paper [1] shows that this technique still allowed substantial variation in timing from one 1,000
transmission shot average to the next. The points are the average values and the error bars
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represent the standard deviation of the mean for the completed triplets tl , t2 , t3 • Due to the

fluctuations many t2 and t 3 events were not recorded.

One can ask whether the two event timers were performing correctly, the epochs tl and t3 being

recorded by the stationary event timer, and the epoch t2 by the traveling duplicate event timer.

There is a known temperature dependence on delays in these instruments but each was kept in a

temperature controlled enclosure whose temperature was continuously monitored and kept within
sufficient limits [2].

Planned Improvements

The major change will be the replacement of the t2 and ta detectors by circular scan streak

tubes containing tandem microchannel plate amplifier structures giving them sensitivity to single

photoelectrons and a large dynamic range. The circular scan driven from a hydrogen maser avoids

the start jitter in linear scan streak tubes and will serve as a vernier with _5ps resolution for the

associated event timer. The readout will be by a CCD camera. All photoelectrons produced by the

detected pulse (subject of course to the quantum efficiency of the $20 cathode) will be recorded.

The centroid can be measured and the problems associated with triggering on the leading edge of

pulses undergoing large intensity fluctuation largely avoided. These tubes are made by the Xian

Institute of Optics and Fine Mechanics in the People's Republic of China. The Director of this

Institute is Professor Hou Xun and the principle streak tube scientists are Drs. Niu Hanben and
Zhao Jilai. No other streak tube manufactures can match the combination of circular scan and

single photoelectron sensitivity. A schematic diagram of the instrument and its specifications are

given at the end of this paper. It is hoped that this technique will solve the problem of intensity

dependent time delays. It will also improve the event timing resolution from the current value of

20 ps to 5 ps. A prototype tube is being tested now in our laboratory.

We are also pursuing an interim approach to this optical timing problem. This is to experiment

with superior performance avalanche photodiodes and active quenching circuits [7]. The diodes

have been kindly lent to us by Professor Sergio Cova of the Polytechnical University in Milan and

the experimental studies are just beginning in our laboratory.

The laser pulse duration used in the experiments so far has been on the order of 75 ps when it was

will adjusted. We plan to use known techniques to reduce this to 35 ps. It is possible to reduce it

further to 10 ps but this may not be effective because of the dispersion of the atmosphere which
will increase the pulse duration.

During the nearly four years since the experiments were interrupted, the performance of Sigma-Tan

hydrogen masers has improved and we hope that one of the latest models for use as the traveling

clock can be kindly lent to us again by the Time Services Department of the U.S. Naval Ob_rvatory.

We also plan to add an air susperLsion to the van which trarLsports the clock and to provide better

temperature control and mechanical isolation for the clock box. These measurements may allow

the relativistic effects on clock transport which we know to exist from our early aircraft flights [4,

5, 6].

Atret = -'_ 2 _2 ] dt _ 50 ps
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to be definitely observed in the ground transport. To this end we shall consider adding a GLONASS

or GPS receiver to the van to aid in performing this integral.
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QUESTIONS AND ANSWERS

J. Levine, NIST:. We have been in the Laser distance measurement business for a number

of years. One of the problems that you may be facing is the anistropy in the index of a
fraction in the two directions. It is an equivalent of multipath) and it does not quite cancel
forward-backward because the air near the transmitter counts more than the end near the

receiver. The problems are a lot worse on horizontal path than on a vertical path. Lunar
ranging is not really subjected to the same kind of problems so that problem is a lot easier.

My guess is at the end of the day it is going to cook you, because it varies quickly and it's not
the same in both directions.

C. Alley." Yes, I appreciate your comments. I am well aware of the extra work you have done
over the years and with welcome some further discussion. Do you find a change faster than
200 microseconds at the telescope? You find it does change appreciably in that time?

J. Levine: That is the order of the speed.

C. Alley:. Our fundamental cycle time is 250 microseconds and that is just about fast enough.
There were times when our data was changing faster than that and we have to drop the data
out.

J. Levine: I think you are going across the city and that is much worse.

C. Alley: That is right; it makes it worse. We would be much better out west where you are,
but we are trying to do something with what we have available.

J.l.,¢viae: I understand that, but at the end of the day, I think you are doing remarkably well
but guess is you will not get a factor of five or ten times better.

C. Alley: I would hope you are wrong. We will find out, but you make a very relevant
observation. Obviously, there is more that needs to be discussed.

H. Freer, Falcon AFB: Did you control your atmospheric temperature & humidity or try to
control it and what kind of limits did you address in your varying measurements?

C. Alley: Controlling the atmospheric temperature where?

H. Freer: In other words did you take one reading at 6 AM when it was 50 degrees in
Washington, another at 2 PM when it was 80 degrees, one when it was humid, and one when
it was not humid?

C. Alley:. There were very stringent conditions on when we could actually do these mea-
surements. We had to have visibility of about 10 miles before we could even get enough
signal coming back. We did record some of these meteorological variables. Unfortunately
we can not control the weather, we have to wait until we get reasonably good conditions and
these nine or so reasonably successful trips were out of maybe 15 actual all night sessions
and out of many more of attempted and aborted measurements. So we probably should wait
until the conditions are comparable and good and so on but we have not had that complete
luxury. When we borrowed the clocks from the National Radio Astronomy Group we had
them for a very limited period. They kindly extended that period twice but we had to make

the measurements as we could and get them back. I hope in this next round we might have a
somewhat more leisurely opportunity and can make some of the control that you have sensibly
suggested.
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Abstract

The LASSO observations between USA and Europe have been made possible with the move of

Meteosat 3/P2 toward 50°W. Two Lunar Laser Ranging stations participated into the observa-

tions : the MLRS at McDonald Observatory (Texas, USA) and OCA/CERGA (Grasse, France).

Common sessions were performed since April 30, 1992, and will be continued up to the next

Meteosat 3/P2 move further West (planed for January 1993). Thepreliminary analysis made with

the data already collected by the end of November 1992 shows that the precision which can be

obtained from LASSO is better than 100 ps, the accuracy depending on how well the stations

maintain their time metrology, as well as on the quality of the calibration (still to be made.) For

extracting such a precision from the data, the processing has been drastically changed compared

to the initial LASSO data analysis. It takes into account all the measurements made, timings on

board and echoes at each station. This complete use of the data increased dramatically the
confidence into the synchronization results.

1. INTRODUCTION

The LASSO experiment has been described in a previous paper (Veillet et al, 1990) together with its first

phase realized thanks to TUG satellite laser station (Graz, Austria), and OCA/CERGA lunar laser ranging

facility (Grasse, France). Since that time, Meteosat3/P2 (MP2), the satellitecarrying LASSOon thegeosynchronous

belt, has been moved toward West, and is finally located at 50°W since December 1991.

In Europe, only the OCA/CERGA LLR station was able to range successfully to MP2 at such a low
elevation (13°_. from Grasse).

In the USA, two sites were suitable for LASSO observations :

- The 48" telescope at Goddard SFC (Greenbelt, Maryland), with a large aperture and a good longitude, is
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unfortunately in a poor area for observing faint objects in the sky. It has been very busy with other important

experiments, and, when available, had to face difficulties for acquiring visually the satellite.
-MLRS (McDonald Laser Ranging Station) has two important advantages. It is located at an good astronomical

site, and it ranges successfully to the Moon. MP2 is then an easy target ...

A transatlantic phase Of LASSO started at the beginning of 1992 with the following structure :

- MLRS and OCA/CERGA are the basic stations.

- GSFC 48" is willing to participate, but depending on the other programs to be pursued, and on the capabilty

of seeing the satellite.
- OCA/CERGA prepares the schedule for the common observations.
- ESA/ESOC maintains the LASSO operations, providing on a weekly basis the raw data received from the

satellite.
- OCA/CERGA receives the data from ESOC, the ranging measurements from the participating stations, and

analyses them.

This organization worked all along 1992, and the observations together with their first (and preliminary)

results will be presented below after a short description of the technical components of the experiment, i.e.

LASSO and the two participating stations.

2. LASSO

The experiment ha s been described in various pa pers (i.e. Veillet et al, 1990). Itis flying on board Meteosat

3/P2 and is made of two components :

- A laser pulse detector is linked to an event timer monitored by an oscillator. The arrival time of a pulse sent

from a ground station is then recorded and the measurement sent back to the Earth together with the

meteorological data.
- A retroreflector array sends back to the transmitting station part of the incoming light.

LASSO data are made of epochs recorded on different time scales :

- start time of a laser pulse from a participating station on its own time scale

- arrival time of a laser pulse at MP2 on the LASSO time scale

- return time of the reflected light on the same time scale as the start time

Every transmitted laser pulse gives a start time. If detected by LASSO, it gives an arrival time, and if

echoes are received, a return time. A set of these three epochs for a same laser pulse is called a triplet. But a

laser pulse can give only a start and arrival time, or a start and return time. At the beginning of LASSO, it was

planned to make use of the triplets only. We will see later that, in the two other cases (two epochs only), there

is still a valuable information.

3. The network

3.1 MLRS

The McDonald Laser Ranging Station (MLRS) is located at the McDonald Observatory (Ft Davis, Texas), an
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excellent astronomical site. A 2.7-m telescope has been used for Lunar Laser Ranging (LLR) for two decades,

and replaced by a smaller station devoted to LLR as well as Satellite Laser Ranging. MLRS entered the LASSO

network because MP2 is quite far from the Earth (geosynchronous, at 36000 km...) and its reflector array small.

Compared to the current satellites used in SLR (Lageos, Ajisai, Starlette, Etalon, ...), it is a target which is not

easy ! Attempts made from other SLR sites have shown this fact very clearly. But compared to the Moon, it is

an easy target, in spite of a high magnitude which makes its visual acquisition difficult.

For the transatlantic phase of LASSO described here, MLRS has been the only site used within the USA. When

organizing this phase, it was anticipated to work also with the 48" telescope at the NASA Goddard Space Flight

Center (GSFC). Unfortunately, due to other experiments to be performed at the same time, and to the difficulty

in acquiring MP2 visually, GSFC did not join the network.

3.20CA/CERGA LLR

The OCA/CERGA LLR station started observing LASSO soon after the launch of MP2 in 1988. Originally,

the SLR station located nearby was supposed to be the LASSO site at the observatory. But MP2 had become a

difficult target for the new generation SLR stations equipped with lasers delivering shorter pulses for a better

range measurement, but then less powerful.

The previous phase of LASSO permitted to work with Graz (Austria) SLR station (Veillet et al, 1990). But

with MP2 at its new 50° W location, only CERGA and San Fernando (Spain) were practical sites in Europe. San

Fernando station, currently under refurbishment, was unable to join the network. Its location is more favourable

than CERGA where MP2 is seen at only 14° elevation.

Mc Donald OCA/CERGA

Telescope diameter 75 cm 150 cm

Laser pulse length 200 ps 350 ps

Laser pulse energy' 140 mJ 350 mJ

Laser repetition rate 10 Hz 10 Hz

MP2 elevation 26 o 14 o

The opposite tabIe gives the main
characteristics of the laser

stations.The accuracy of the range

measurement is directly related

to the laser pulse length, as it is

impossible to know if the detected

photon comes from the beginning

or the end of the laser pulse. The

ability of the station to get echoes

depends on the energy of the la-
ser and the diameter of the

telescope receiving the returning

light.

4. The observations

At OCA, MP2 was continuously observed after its move (Oct 91), as it was before. The main difficulty

is the clear weather needed in order to see the satellite at such a low elevation. At MLRS, the first echoes were

obtained in April 92, and since then MLRS has been observing MP2 on a regular basis.

The scheduling was made from OCA, in accordance with both ESOC (where the payload is activated)

and MLRS. The night at both sites was imperative, as it is impossible to range MP2 without seeing it. With the
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LASSO observations
nights with echoes from Meteosat 3/P2

Apr Jun Jul Aug Oct
10 nights campaigns

OCA/CERGA

Nov

common nights _ McDonald

Moon too close to MP2 in the sky, it is impossible to distinguish MP2 against the illumated sky background. The

period around new Moon was then chosen, and campaigns covering 10 nights every lunar month were

organized. The figure above shows the amount of night where echoes were recorded at MLRS and OCA,

together with the common nights, i.e. nights where LASSO data were acquired at both sites for a same LASSO
session (1 hour duration).The data obtained in October are useless as MP2 was off during the sessions (Sun

eclipses onboard).
A total of 7 nights over 9 months are up to now (end of November 1992) available for data processing.

Looking to the first echoes obtained at MLRS, it appeared that :
- the number of echoes from MLRS is generally small, yielding to few triplets for a session, and

- the sky is rarely clear enough at CERGA to get data from MP2 at 13°.
In order to extract the information with such poor conditions, we had to modify the data processing

envisionned initially for LASSO.

5. The analysis

5.1 How to deal with so few data ?

The original data processing was as follows : The firing times of the laser at every participating station, here
MLRS and OCA, are scheduled in such a way the pulses arrive on board a few milliseconds apart, for example

from MLRS 4 ms before the pulse from OCA. As the onboard oscillator is designed to be stable enough, the direct

difference between these arrival times is small enough to be interpreted as the difference on any of the station
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time scales.The ground clocks can be linked with only a pair of such triplets, the LASSO oscillator vanishing.

As MP2 is spinning at 100 rpm, the scheduling is uneasy as one needs to know the rate and phase of the satellite

rotation for determining when the laser pulses should start from the ground to hit the LASSO detector. Rate

and phase can be determined at OCA from laser observations prior to a LASSO session, but have to be sent to

the other participating stations. The European phase demonstrated how ackward is this process. Even with a

correct scheduling, the statistics is very poor, and it is extremely rare to have a pair of pulses providing a triplet.

Another data handling has to be used for MLRS-OCA time transfer through LASSO.

For ten minutes, a station ranging at 10Hz (as MLRS and OCA ) transmits to MP2 6000 laser pulses. As

the sateli ite is rotatihg at 100 rpm, and the retroreflector array has an angle of view of 60°, one shot over six can

be reflected and sent back to the station. It means that the maximal return rate is one per 600 ms. With a very

clear sky, such a rate can be obtained at OCA. As the telescope is smaller and the laser less powerful at MLRS,

the rate is lower. The angle of view of the LASSO laser detector is smaller than for the reflectors, and only one

laser pulse over ten can be detected on MP2. As its sensitivity is not very large, the statistics is lower. As a result
of these considerations, we observe that :

- the number of echoes is generally larger at OCA than at MLRS

- the number of LASSO detections is larger for OCA pulses than for MLRS ones.

- the number of triplets for ten minutes sessions is varying from nothing up to 100, depending on the station

involved and on the meteorological conditions.

If we suppose that we have some triplets from a given station over ten minutes, we can assess the behavior

of the onboard oscillator against the station clock. From observations made at OCA, the oscillator has been found

performing well : the offset and ra te of the LASSO clock can be determined accurately. The opposite figure below

shows the LASSO clock versus OCA clock, an offset and rate being removed. The formal uncertainty on the

offset is around 50 ps, and on the rate below 5.10 -13.Comparing the offset and rate versus OCA clock to the same

parameters seen from MLRS provides a link between the station clocks. Again, the onboard oscillator vanishes,

but now through a determination of its characteristics over a 10 mn time span.

LASSO clock versus OCA clock
clock offset and rate removed

1500

1000-

500" I

i °-
-500-

- 100_, X) 660 760 860 900 1 d00 1
time (s)

_0
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LASSO-MLRS with real triplets
(clock offset and rate removed)
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Unfortunately, many sessions give

only a short number of triplets fora given
station, and the observation of the LASSO

clock is very poor. The opposite figure

shows an example with 9 triplets

determined for 300 seconds. It is

sometimes worst, with only two or three

triplets identified over the same time

span !In such cases, the determination of
the LASSO clock offset and rate is not

precise enough for a good comparison of
the station clocks. However, one can

observe for such a session many echoes,

and also many LASSO detection times,

which can be used for improving the

LASSO clock observation.

The opposite figure shows for the
same session as before the range

measurements. Each point corresponds

to an observed return time. Most of the

laser pulses did not provide any detection

time on LASSO. Only nine of them did,

as seen with the previous figure.The

LASSO detections not associated to a

return time come from a laser pulse for

which it is possible to determine a return

time by using the echoes obtained

around. A polynomial fit is computed

from all the returns for the considered

session, and used for assessing the return

time which could have been obtained for

all the pulses without echo. The paires

[start time - LASSO detection time]

obtained through this process are now

"false" triplets, using all the information
from the echoes observed, and all the

detection times onboard MP2.

The opposite figure shows the

result of this process. It is a mixing of true

triplets (already seen on the first plot

above), and false triplets combining a

real LASSO time and a recomputed echo

time. All the data for common sessions

have been treated using this true-false

combination.
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5.2 The results...

All the common sessions have been

processed in a preliminary step. The

echoes have been filtered, in order to

eliminate the noise in the laser data. The

LASSO epochs have been matched to

laser pulses from one of the stations (the

process is not easy, but details on it are

beyond the scope of this paper). After the

identification of the real triplets, false
ones were obtained. The OCA and MLRS

clocks have then been compared to the

LASSO time scale. The opposite figures
show the LASSO clock seen from the two

sites for a given session. It covers 1200

seconds, and the behavior of the LASSO

oscillator is clearly seen from both MLRS
and OCA. A linear term has been

removed independently for each

station.Using only the data from one

station could have been confusing, as the

curve exhibits a non-linearity which can

be interpreted as a frequency change of

the LASSO oscillator, or as a problem in

the laser ranging measurement (calibra-

tion change, ...). The agreement of the

plots from both the stations allows us to

assess that we really see the frequency

changes of the onboard oscillator.

6. What about the precision ?

From the current analysis, the

precision of LASSO time transfer isclearly

better than 100ps. The number of data

which can be acquired for 10 mn, using

the concept of true and false triplets, is

good enough to compensate the relatively

long pulse length from OCA. The

opposite figure shows the second linear

part of the above figure. The formal

uncertainty of the mean clock offset is 40

ps. The frequency drift (MLRS versus

OCA) is determined with an uncertainty
better than 2.10-tL
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These uncertainties are much better than the anticipated ones. Two reasons for that : the laser pulses

currently used are much shorter than those used at the time of the LASSO preparation, and the observation

procedure as well as the data processing now used yield to much more data than originally planned. But

uncertainty does not mean accuracy. For achieving an accuracy better than 100ps, we need to calibrate both the
stations at the same level, and every station has to take care of the link between its own time scale and its ranging

equipment, again at the 100ps level. This last point is not very easy to achieve. The beginning of 1992 should

give an answer on how accurate can LASSO really be. But we can be sure right now that the LASSO equipment

is suitable for time transfer at better than 100ps.

7. The future

After the calibration of MLRS and OCA stations, it will be possible to achieve one of the goals of LASSO:

the comparison between two different time transfer techniques, GPS and LASSO, at the nanosecond level.

LASSO will move with its carrier Meteosat 3/P2 in Februray 1993 up to 75°W. The experiment will no

longer be used from Europe (below the horizon !), but could be used by the US stations interested in LASSO,
with the scheduling, data gathering and processing made from OCA. MLRS and GSFC laser stations could

participate, in order to take benefit from this unique experiment still available for one or two years more.

The next step is to build a next generation LASSO, using the modern technology. To reach a lops precision

seems easily feasable, looking back to what has been obtained from the existing LASSO. To keep the time
metrology at a station at the same level is clearly not very easy, but it can be achieve through serious efforts.
Such a new LASSO could fly for time transfer, and also other time-related experiments (relativistic tests,

dynamics,...).

8. Conclusion

The preliminary analysis of common sessions of LASSO between MLRS and OCA shows that time
transfer between remote sites through LASSO can be achieve with a precision better than 100ps. The Only

requirement for the station is to range to the satellite (10 shots per second) in the same 10mn time span. This
result has been obtained thanks to a simplification of the observation scheduling and improvements of the data

processing. A complete analysis of the LASSO data using the calibration results should provide a comparison
between LASSO and GPS.

Acknoledgements "The authors wish to thank the observers at both stations for their heIp in observing Meteosat.
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QUESTIONS AND ANSWERS

H. Peters, Sigma Tau Standards: How much would the precision, accuracy and coordination
improve if you could maintain one to two picoseconds stability in your standards at the station
over periods up to 10,000 seconds?

C. VeiUet: I am not sure I understood the question. It is clear that what we do in such a

method is that we have over a few minutes an instantaneous comparison between two clocks;
one is for example, our cesium and the other one is a cesium in Texas. That is what we have

from the experiment. If you want to compare with GPS it means that GPS is not exactly at
the time we hope for, but as you know with GPS you have time measurements, for example,
for a few minutes, so you need to have some interpolation in a program. Their is also stress

when you compare GPS and Two-Way Time Transfer. As long as that is a concern, the goal
is to provide a clean time transfer to be compared with another technique. Therefore our
goal for the next two months is to compare GPS with LASSO. For the rest if we want, for
example, to compare LASSO with two way time transfer, it will be very difficult to have a time
transfer session at exactly the same time we have a LASSO observation. For that we have a

maser at our place, and it was planned to also have a maser moved in Texas along with a two
way time transfer station. So that we can really compare the two techniques and to avoid this

problem of instability of clocks. As long as we know there is no "two way" there, probably it
is sufficient just to have the clock there and work compared to the GPS time schedule because
of goal is to compare GPS and LASSO.

121/122





N94-10973

MIL-STDS and PTTI

What's Available and What Needs to be Done

/3

James A. Murray

SFA, Inc.

Joseph D. White

U.S. Naval Research Laboratory

Washington, D.C. 20375

Abstract

The systems developer who needs PTTI capability has relatively little guidance in the form of
military standards, particularly for systems using atomic clocks or other sources of very precise
time and frequency. This paper will discuss the existing standards, including MIL-STD-188-115,
MIL-F-2991 (EC), and DOD-STD-1399. These documents were written several years ago and do
not always reflect current practice or take advantage of more recent technology improvements. User
needs have also changed over the years and some of those needs such as more detailed time codes
are not being met. We will summarize what's available and what's good and bad about it.

The second part of the paper will make suggestions about what should be done in the future to
promote and facilitate good PTTI design practice. Topics will include clock performance parameters,
environmental considerations, time codes, signal isolation and time dissemination.

EXISTING STANDARDS AND THEIR ORIGINS

For years, the annual Frequency Control Symposium and the Precise Time and Time Interval

Applications and Planning Meeting have tried to get up-to-date information on timing to the

managers and designers. However, some of the key people don't know that they exist and some

others don't know that they apply to their programs. Military standards written to alert responsible

people to timing issues and to impart some standardization into timing systems have also had only

moderate success -- partly for the same reasons, but also because of their limited applicability or

their inadequacy for some of the newer systems. One way to get the attention of potential precise
time and frequency users is to place references to a DOD-STD or a MIL-STD in some of the more

general standards, such as those for ships, aircraft, or installations, where integration of the systems
should be addressed.

Standardization is not a new issue. The subject was addressed at the PTTI meeting in 1980 in a

"Government Planners" session and an "Industry reviews session, in 1981 in a "PTTI Requirements

and Specifications" forum, and in 1982 in a panel discussion on "Future Timing Requirements".

In 1980, Martin Bloch of FEI reported to the PTTI Meeting that requiring small changes from

an otherwise fairly standard product was costing the Government large amounts of money [1]. In

1981, James Bowser reported [2] that "... the planning process for PTTI support is less than a

well defined, coordinated process".
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About 10 years ago, Dr. Nicholas Yannoni of RADC called a meeting of Air Force PTTI users

and found that precise timing devices were far from standardized; some cesium-beam standards,

for example, produced only special, nonstandard frequencies. The Navy found that each system

requiring PTTI usually brought its own standards aboard, so that there was much duplication,
but no means of coordination; there was some interest in the Navy for a standardized platform

distribution system [3, 4]. In general, timing systems (even those aboard the same platform) had

been developed completely independently. This is still a problem, but there has been some effort

to resolve it.

MIL-STD-188-115 was developed as a standard for timing and synchronization of tactical and

long-haul communications systems. It included some pet projects as well a_ some useful standard-

ization. As in many committees, there were few specialists on the subject at hand, but it was not

too difficult to accept the precedent of DOD-STD-1399-441, which had been drafted earlier by

NAVELEX to help standardize Navy platform distribution systems. 1399 had little in the way of

dogma, but did list some standard frequencies (100 kHz, 1 MHz and 5 MHz), precision time pulse

rates of 1 pulse per second (1 PPS) and 1 pulse per minute (1PPM), and two time codes, each

having an on-time feature. One was a 50 b/s, binary-coded-decimal (BCD), dc code giving units

and tens of hours, minutes, and seconds once per second. (This time code and the other signals

were provided by the Navy's cesium beam specification, MIL-F-28811(EC). The other was Time

Code 2137, which gave the same information once per second, but used pulse-width modulation at

a 25 PP$ rate; the pulses could be either dc or an amplitude-modulated 1000 Hz carrier.

MIL-STD-188-115 adopted a preferred frequency of 5 Mhz (with 5 X 2n MHz acceptable) and a

precision timing pulse rate of 1 PPS. It also required a clock either to display time of day (TOD)

in hours, minutes, and seconds or to generate a time code with the same information. At first,
the 1399 BCD code was considered. The goal for the standard was a minimum interface to allow

collocated timing equipment to be shared or pooled. The purpose of the code was simply to resolve

the ambiguity of the 1 PPS, although it could be used as a lower-precision, stand-alone time
reference. However, there are other aspects of precise timing that might also be crammed into a

time code, including the day of the year and a time figure of merit (TFOM). The BCD code was
therefore allowed in three versions: the 6-digit (24-bit) TOD format, TOD plus a 3-digit (12-bit)

day of year (DOY), and TOD plus DOY plus a 1-digit (4-bit) TFOM.

The TFOM was a new concept, at least to those in the 188-115 working group. It appeared

that one normally knew the capabilities of the reference systems that were in use and therefore

knew the time errors that could be expected. A clock ensemble might be able to estimate its own

inaccuracy, and a GPS receiver might give a worthwhile assessment of accuracy based on signal-

to-noise ratios, geometry of the satellites in use, and the consistency of the time solution with more
than the minimum number of satellites. However, except for outright failures detected by built-in

test equipment, a single clock generally does not know its own accuracy. An estimate might be
made from the specified frequency stability, the accuracy of the last time and frequency updates,

and the elapsed time since the updates, but inaccuracy can also come from undetected failures or

environmental conditions. The TFOM, therefore, might be regarded as a warning, but not as a

guarantee, unless there is a solid basis for verifying accuracy. Nevertheless, a TFOM definition was

created for 188-115. Using the 1399-441 definition of precise time as 10 ms or better, the largest

described error would be "greater than 10 ms or fault". The lower limit used in the TFOM was
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1 ns, because technology was pushing such precision (if not accuracy), and the 188-115 TFOM

ranked accuracies in decade steps from better than 1 rm to more than 10 ms.

When it was found out how the TFOMs were to be used, it was apparent that the 188-115 TFOM

was not all that the tmers wanted. HAVEQUICK and others were seeking ways to use marginally

capable clocks in what could be called a fluid timing hierarchy. The TFOM would be based on a

sort of worst-case performance and the accuracy of the last update. Within some ranges of timing

uncertainty, the TFOM would describe the uncertainty in increments as small as ten percent.

The interface control document for GPS military user equipment (ICD-GPS-060) was being de-

veloped at about the same time as MIL-STD-188-115 and made use of its timing interfaces. It

provides for a time display, the full version of the BCD time code (Figure 1), and 1 PPS (Figure

2). It can also accept 1 PPS and the time code for quick acquisition of the GPS satellite signals.

Because of its internal design, the user equipment (receiver) could not easily generate an accurate

5 MHz signal, so it does not supply one, but it did accept a 5 MHz input, which it terminated with

a 50 Ohm resistor. Besides the 188-115 interface, the GPS user equipment has two other timing
interfaces: a HAVEQUICK time code and a MIL-STD-1553 bus interface.

HAVEQUICK is a frequency-hopped communications system used by aircraft and other platforms.

The HAVEQUICK time code is gaining in both popularity and content. The most recent version

is the third. The MK-XV IFF was working towards a similar code before its development was

discontinued, and it might have adopted the HAVEQUICK versiofi. A working group of NATO is

currently drafting a precise time and frequency standardization agreement (STANAG 4430) and

appears to be leaning towards a HAVEQUICK-type code. The HAVEQUICK code has a nominal

10 #s resolution, although a shorter rise time could improve it.

The MIL-STD-1553 bus is basically a computer interface. GPS-ICD-060 shows it used in con-

junction with the 1 PPS precision signal to distribute time.

STANDARDIZATION IS SUES

Standardization is more complex than it first seems. Part of the problem is the wide range of

requirements vs. resources. A common standard of performance, for example, cannot simultane-

ously apply to a laboratory and a land-mobile unit. Standards based on current usage in the field

could well stifle progress. Part of MIL-STD-188-I15, in fact, prescribed performance standards

specifically for the long-haul portion of the Defense Communications System. This performance

could not be realized in many applications.

In choosing what to standardize, the full effect on all users must be taken into account. Simply
selecting a common time scale can have major implications for PTTh the versions of UTC main-

tained by different nations may differ by tens of microseconds. (The time scale used by the U.S.

military is the version maintained by the U.S. Naval Observatory Master Clock). Within the expert

PTTI community, such things can usually be handled rather easily, and they might be ignored by

othem who need only millisecond accuracy. For operational use at greater accuracies, they must be

resolved beforehand, or means must be provided to the operators for dealing with them. Also, the

UTC leap seconds can and often do lead to disorder within systems that need precise time only for

synchronization. Some systems such as GP$ and LORAN C do not observe them; International
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AtomicTimemightalsobeconsidered,but by goingto anydifferenttimescale,acorrectionwould
haveto beappliedto thetime givenby thenumerousUTC time_lisseminationservices.

Perhapsthebestthat canbedonenowisto standardizeaninterfacethat will not limit performance.
Clock performancewill, of course,continueto be platform_lependent,and eachplatform will
requirea clockthat cansatisfyits mostdemandingusersystem.However,a standardizedinterface
that wouldsupport moredemandingusesmightstill berealizedif it doesnot intrudeunnecessarily
onsystemor platformdesign.

Assumingthat the purposesof standardizingareto permit comparisonsof clocksandto facilitate
interoperationandtimeandfrequencydistribution,theelementsspecifiedin MIL-STD-188-115(a
precisiontiming pulse,atimecodeandastandardfrequency)wouldseemappropriate,althoughthe
specificsof MIL-STD-188--115mightbesubjectto debate.For example,insteadof theprecision
timingpulse,aprecisetiming markmightbesomefeatureof thetime codethat describeswhenthe
markoccurred.For that matter, astandardfrequencymight also be recovered indirectly from the

time code or the timing marks, but there is normally a need for clean, accurate standard frequencies

in a precisely timed system.

It is a foregone conclusion that not all systems will be able to use the standardized signals and

formats per se. An array of adapters or converters might be fielded to serve systems that cannot use

the standardized interface directly, but the interface should be chosen to serve the great majority

of current and future users without conversion.

In designing an interface, it must be considered how signals will be brought to and from it and

po_ibly even what connectors or physical connections will constitute the interface. Because of the

great amount of existing equipment and the local nature of most distribution systems, the interface

should probably be electrical, even if fiber-optic lines are sometimes used. Since the standard

frequency and precision timing signals are analog (as is the time code if its on-time feature is to

be used as a time reference), small amounts of interference or noise can degrade them. For precise

work, connectors should provide continuity of shielding used on the signal-bearing lines. Multi-pin
connectors without individual line shielding should generally be avoided in order to reduce crosstalk

and electromagnetic interference (EMI). There are, however, many uses of timing signals that are

borderline according to the PTTI definition and for which multiple-conductor cables might suffice.

STANDARD FREQUENCY INTERFACES

Some performance attributes of interest at a standard frequency interface are the sometimes heav-

ily overlapping qualities of frequency stability, spectral purity, single-sideband phase noise, har-

monic content (for sine waves), spurious signal content, and jitter. Frequency accuracy is a perfor-

mance function of the frequency reference, and the standard interface is intended only to preserve

accuracy--not to establish it. It is assumed here that the phase of the standard frequency is of

no interest to the user, but the constancy of the phase relationship with respect to the precision

timing signal might well be consequential. It is probably too much to ask that an absolute phase

relationship between the two signals be specified at the interface since they will most likely be dis-

tributed on separate lines, and the interpretation of the timing signal may also vary somewhat from

user to user. An important relationship for many systems is that the standard frequency and the

precision time signal be derived from the same clocking signal; thus, equipment using the standard
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frequency would not have to be reset occasionally to maintain agreement with the precision time

pulse.

The nominal frequency of the signal deserves some consideration. 5 MHz has been used by much

military and civilian equipment and is a good compromise frequency for many purposes, although

10 MHz is gaining popularity. At 5 MHz, losses in common coaxial lines are low enough that it

can be distributed more than 1000 feet with less than 6 dB loss. At higher frequencies, losses

would increase, but at lower frequencies, small amounts of noise or interference would cause larger

fractional frequency deviations or jitter. Conceptually, the MIL-STD-188-115 preferred frequency

of 5 MHz, with options of 5 MHz X 2n may have some merit, although most existing 5 MHz

equipment would require an active frequency divider (and perhaps a filter) if n > 0.

A standard frequency signal might be distributed as a sine wave or a pulse chain, such as a square

wave. Narrow-band filtering can be used to recover the fundamental frequency of a square wave.

However, a sine wave having the same fundamental power as a square wave would cause less EMI.

A low-duty-cycle pulse train which could be generated with less power expenditure than a square

wave would provide little power at the fundamental frequency, and triggering techniques would

likely be employed to recover it; false triggering would be a threat in an impulse-noise environment

and could produce very large instability in the recovered signal. The voltage and impedance of the

standard frequency signal might be specified, although distribution amplifiers or attenuators can

be used to adjust the voltage if the equipment can deliver a clean signal to the interface.

TIME CODE INTERFACES

While MIL-STD-188-115 permits either a time readout or a time code, a time code is more useful

if timing information must be distributed around a platform or installation. Other situations that

would be best served by a time code include initializing a precise time reference of an aircraft or

land mobile platform whose power had been turned off. In these cases, if the mobile unit is then

to maintain time autonomously, other information, such as the date and direction of an impending

leap second, would be needed. For some automatic equipment, the day of the year and even the

year of the century would also be required. For distribution around a platform or installation, a

TFOM would not ordinarily be especially useful, except to declare failures detected by built-in test

equipment or to warn a lower-level disciplined clock of substandard service being provided to it.

If the platform might later use a time reference such as GPS, it may be more convenient for the

externally loaded time code and the one provided by the GPS receiver to be in the same format,

or at least a compatible format.

In the past, much information now being asked for in the various time codes was supplied manually.

A "universal" time code might be developed, but before doing so, a wider search of time-code needs

and practices should be made. Some thought might also be given to adapting an existing code.

The 50-bit-per-second BCD code has insufficient room for expansion. The HAVEQUICK code

does not give leap-second information, although there seems to be enough room for considerable

expansion. The IRIG A, B, and (_ codes give a time of year at least once per second, but do not

give the YOC, TFOM, or leap-second information. The "control" bits available in them might be

designated to supply the other information. If the HAVEQUICK or an IRIG code is selected as

the standard, any added bits or the use of existing control bits should be standardized; it would
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be prudent also to leave sufficient room for additional information that might become standardized

later. Even so, it would not be surprising if other functions were tacked onto the code just because

it is convenient.

PRECISION TIMING SIGNAL INTERFACES

A precision timing signal might be part of a time code, or it could be a separate pulse rate. One

pulse per second has been widely used in precise timing; the GPS user equipment ICD, MIL-STD-

188-115, and much existing equipment specify a positive 20 us pulse with a rise time of less than

20 ns. This is a reasonable specification for much work, and it doesn't take too much coaxial cable

to stretch a shorter rise time to 20 ns or more, anyway. Earlier equipment used a 10 V pulse, but

some devices now use transistor-transistor-logic (TTL) output levels. (A TTL 50 Ohm line driver

usually delivers about a 3 V pulse).

However, some laboratories and even operational systems are now dealing with single-nanosecond

resolution. How different measuring instruments respond to a pulse rise of 20 ns (or more) is then

pivotal. Given the difficulty of maintaining a shorter rise time, even if one were generated, a more

practical approach may be to standardize on how a pulse is perceived by a user or measurement

system. USNO has regularly used a specific voltage threshold in their portable clock measurements.

(A 1 V threshold used earlier was later changed to 1.5 V to avoid noise that was present on some

systems). But the difference in their practice and how a VSAT two-way time transfer modem or
a GPS receiver used in simultaneotLs viewing would perceive the pulse might differ by a much as,

say, 10 ns.

If a measurement standard were to be adopted, it might well include some other features that

would improve reproducibility, in some of the current (10 V) pulse-generation specifications, the

tolerances of the low and high levels of the pulse are one volt. These are simply undesirable by-

products of pulse generation, but they limit flexibility in choosing a threshold. If the measurement

system used capacitor coupling (e.g., the circuit of Figure 3), only the dynamic portion of the pulse

would be of interest, and the tolerance of the low level would not be a concern. Furthermore, if

the pulse rate is once per second, an input circuit time constant might be made small enough to

reduce considerably the often experienced effects of ground loops at mains frequencies of 50 or 60
Hz.

A standard input circuit would not be needed by most users. However, if one is specified, it should

be able to operate with both the 10 V and the TTL-level 1-putse-per_, econd signals. The following

specifications might be appropriate:
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Input Impedance:

Trigger circuit: Capacitor Input:

Nominal value: 50 Ohms

VSWR: <l.1 from 20 kHz to 200 MHz

<1.3 below 20 kHz

DC resistance: 50 Ohms ± 10 Ohms

Time constant = 100 ± 20 #s

Trigger point: +1 V ± 0.1 V on dynamic rise

The VSWR specification is necessary both to avoid reflections and to set a standard impedance for

measuring the pulse. A time co_astant of 100 #s is large enough to work with pulses of very large

rise time (although accuracy would suffer) and small enough to discriminate against 60 Hz signals

by almost 30 dB. A strict tolerance on the time constant is not needed unless the pulse rise time
is more than 10 its.

The length of the pulse is not especially critical if the leading edge is used as the reference feature.

Only low-accuracy timing systems could use a long pulse to advantage; otherwise, a long pulse is

just a waste of energy. A 10 or 20 p.s pulse should be adequate for local distribution.

SUMMARY

A standard precise time and time interval interface could make it easier to serve and coordinate

precisely timed military systems. Money could be saved; in some cases, by pooling or coordinating

platform resources, performance and reliability could be improved. The degree of standardization

will undoubtedly be a compromise because of the amount of existing equipment and the wide range

of requirements and the technologies available to support them. Just standardizing the types of

signals at a standard interface would be a step forward, even if amplifiers, hybrid connectors, or
other crutches are sometimes needed.

Probably the most controversial element will be the time code. Several different time codes may

be needed to serve different types of users. Modulated_arrier time codes, for example, are still

needed for instrumentation recorders that cannot record DC signals and might also be used in

voice-frequency circuits. DC codes are easier to generate and use in most other local applications.

The MIL-STD-1553 code could be used to interface with computers, although for precise work, a

precision timing pulse is also needed.

The content of a code would depend on where the basic information would be injected into the

timing hierarchy. For example, will leap_second, day of year, or year of century information be

injected manually? If so, where? If TFOMs are used, there should be a standard method of

determining them or at least evaluating the confidence that should be placed on them_ Used

indiscriminately, TFOMs can cause large reliability problems. For the purp(_se of standardization,

a coarse TFOM such as provided in MIL-STD-188-115, or even just a warning flag, might be

adequate. The coarseness actually may be advantageous, because it would tend to discourage its
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Use for selecting a reference based on minor and meaningless TFOM differences. Space might be

reserved in the code for user-defined TFOMs or other user-specific information; if it is, the type of

user should also be identified so that other user types would not be confused by the information.

Finally, the question of applicability should be resolved. The interface could be required of each

clock brought aboard by each platform system. (A clock for these purposes would contain its own

oscillator and therefore be able to operate autonomously for some period of time). The whole

picture changes if those responsible for platform design and integration also take responsibility for

providing the precise time and frequency services needed by all precisely timed systems. (Such a

philosophy was adopted from the start in the SSN-688 class of submarines and likely some other

platforms). This approach is the one with the greatest potential for success.
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QUESTIONS AND ANSWERS

G. W'mkler, USNO: I think your excellent paper has raised several points. First the identification
of the second and the problem of identification of the year. Many systems and our own
operations with the observatory identify the second through the MJD plus six decimals. That
is a very convenient way, strictly decimal and very easy to convert into any other format. After
all, the calendar is well defined in advance and I think it avoids all these problems of the year
change and the century and what have you. Second point, in the DSCS there is no reason
what so ever why the DSCS came up without the same standards with the same procedures
as LORAN and GPS and that is simply to ignore the leap second within the system. The
problem is that we have difficulty in getting everybody together because DSCS is operated
through the services with a more or less loose supervision by ( ? ) and the problem is
purely one of coordination, but my recommendation would be to do exactly the same thing
as what we do in LORAN. That is have no interruption what so ever and a coherence in
the electrical system, but do things through a table of coherence or a table of offset. After
all OMEGA, LORAN, GPS and all of these systems do that and they avoid the problems of
resetting modems and things like that. That would be my recommendation. The last point I
wanted to make is to talk and clarify the situation with the UPC reference. That has come

home very convincingly during the last meeting which in fact Dr. Beard has organized with
the NATO representatives. That is really the only one way to do that and that is for GPS

through the observatory reference. To produce as close a predicted value of UTC BIPM as
we can make, because there is no better way to do it. The BIPM values; they come one or
two months in arrears and we have to have a real time reference. The only way to avoid

endless disputes and confusion is to adopt that policy and we have adopted that policy. There
is only one difficulty and that is the annual terms, which exist in practically every operation
when it goes to that kind of a precision to nanoseconds instead of long term time keeping.
But I believe that problem will go away with the installation of a great number of the new
cesium clocks into the system, the international system. They are much less sensitive to time,
to temperature fluctuations and that will eliminate, I hope a great deal of that annual term.
Until that happens the price that you pay are more frequent small frequency changes in the
observatory time scale. These frequency changes are in the order of one or two parts in ten
to the fourteen and they come practically every month. Whenever a new bulletin from the
BIPM arrives we have to change our prediction. This, I think will go away as time goes on
and we have a much better international system. Some discussion about what can be done,
in that regard, by including better methods to make international time comparisons including
some recommendations by the GPS Standardization Group, as we had yesterday. Considering

a slight change maybe in the way ( ? ) is implemented by BIPM. All of that will be discussed
in a meeting next March. We will be very much interested to get some additional inputs
concerning this questions.

J. Levine, N'Is'r: I would like to endorse Dr. Winkler's recommendations very strongly; in
particular two of his recommendations. (1). That time be given in terms of Modified Julian
Day number in seconds which we use as well; it is a very useful system. I think that's an
extremely good idea. (2) Endorse very strongly is the idea of using UTC BIPM. There is a
difficulty of course as you pointed out with predicting it. We have the same difficulties and
we have steering of a few parts in ten to the fourteenth every month as well. I think in the
long run using UTC BIPM allows international coordination that allows for hand over among
different standards laboratories. I think, I agree with you there are problems now and this is
a goal we ought to move towards; because it will facilitate international coordination.

G. W'mkler. The reaction to the first thing, and that, is for an electronic system such as the
DSCS to avoid the leap second by simply continuing coherently and leave that change to the
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interface between your electronic system and the clock on the wall. We do this with the table
of coincidences as in the case of LORAN and through the GPS minus UTC correction which
is another navigation message of GPS.

Comment: I am not clear when you say GPS has no leap second. I did an experiment in
which the satellite message has knowledge ..

J. White, NRL: They broadcast the correction; there are multiple time scales broadcast by
GPS.

G. W'mlder. What we mean is the system, the electronics go on uninterrupted. There is no
step, no resetting. Everything is done through the information change. What you do is you
change the information in the navigation message, you change from 7 seconds to 8 during the
next leap second. That is much easier to accomplish than to reset the whole system; reset
clocks. In a case of the DSCS, what is being done and what has to be done right now is at
some convenient time when the system, in other words, the star or whatever communication
arrangement you have, when they have the calibration period then they can reset their modems
to the new time 10 second period. I think this is a great inconvenience and should be avoided.

Question: What GPS documents also have the algorithms that tell you how GPS receivers
should handle and ...

J. White: Yes, absolutely that is all in there. The GPS time itself does not have the leap
seconds in it, they broadcast the leap second corrections to generate UTC.

Question: What is your recommendation on Figure of Merit?

J. White: I do not have a recommendation on Figure of Merit. I point out that Figure of
Merit is something a lot of people want, that I do not think is handled well at the moment.

Comment: At the last ICD060, our agency was helpful in writing it up, and want everyone to
know, if they have any recommendation on that ICD, there is a ( ? ) process, a working group
meeting and that has not occurred for that ICD for awhile. If you have recommendations for
GPS changes, they should be submitted through JAPO and put in for future ICD meetings to
determine whether or not these changes will be considered or approved; and that is rare.

G. Petit, BIPM: If the leap second is really a problem, why not think of removing this leap
second, at least until we can introduce leap powers for example. Anyone who wants to know
precisely the rotation of the earth, why not stop thinking of removing the leap second.

G. W'mider, USNO: I agree with you, in fact, when the leap second thing was brought up in
1967, the first proposal was to do it every leap day. However many seconds will be required at
that moment, usually three or four, but that would require the tolerance limit to be extended
from nine tenths or one second to more than ten seconds. There was a tremendous resistance

to that and I do not know if that would be possible today. That is a subject that CCDS should
address in the next March meeting.

J. Cecil, NUWC: I am the current chairman of the Range Commander Council Telecommu-
nications Group Timing Committee. We are the ones that established these IRIG standards.

I do not have a question, but I would just like to make the comment that when we go out
and interrogate other DoD ranges to ask them, or inquire about upgrading these standards,

we have a great deal of difliculty getting responses in a lot of cases. We would like to see that
changed, so I can see your point in a lot of comments on what you would had to say.
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Ron Beard, Iq'RL: One comment on the leap second consideration in the NATO arena, which
I am the U.S. representative on a working group. They are considering recommending adding
a field for dissemination of leap second information through the standardized interface. So

that is one approach around that. I think the significant point that has not been raised this
morning through Joe's rather good paper is where is the interface? Is it between a clock and a
local reference system? Is it in the field between system units? Exactly where is the interface
that can be standardized. This is a problem we run into in the NATO arena. It is something
that needs to be considered.
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Abstract

Complexity of future manned space flight mission control can be significantly reduced by

integrating GPS, the PTTI source, into telemetry, tracking and command (TT&C). Future telecom-

munications, space tracking electronic intelligence, metrology, navigation, and data acquisition will

thereby be served, including: I) On-board ephemeris determination, 2) Reduced synchronization

time for time division multiple access (TDMA) links, and 3) In-flight clock calibration, increasing

on-board autonomy and reducing ground support costs.
Manned space transportation through the first quarter of the 21st century will probably depend

on a mix of vehicles, including the Advanced Manned Launch System (AMLS), the Personnel

Launch System (PLS), and continued use of the Shuttle Fleet. Precise Ephemeris is important

on.board for mission success, status monitoring, also for rendezvous and docking. Use of GPS can

eliminate ground based tracldnglpracessing, enhancing autonomy and reducing communications
bandwidth.

GPS time can simplify complicated functions used in bandwidth eJJicient time division multiple

access (TDMA) communications, such as: I) Precise and real-time synchronization of receive

reference timing, 2) Transmit-timing and acquisition control, 3) Unique synchronization word

(UW) detection, and 4) Elastic buffering. High clock accuracy provides increased signal-to-noise

(S/N) ratio during acquisition, permitting narrower acquisition frequency and time windows.

Spaceborne systems requirements to provide capabilities such as: 1) Refinement of the GEM-72
gravity model based on satellite tracking observations from ATS-6 to GEOS-3, 2) Relativistic clock

experiments, 3) NASA crustal dynamics program for developing space geodetic techniques to study

the earth's crust, its gravity field, and earthquake mechanisms, and 4) Muiti-dlscipllnary space

geodetic tracking for studying global climatic changes are also reviewed.

A. INTRODUCTION

Future space vehicl_ will require a very precise time reference for communication and navigation

functions, including: 1) Timing signals to maintain tLger synchronization within various digital

spread spectrum communications networks, 2) Accurate clocking to encryption devic_ for military

missions, to maintain security, and 3) Generation of a "real time", time base to support integrated

navigation functions, network acquisition, sensor data proc_sing, correlation and fusioa, Some

speculation concerning potential additional PTTI-aided space applications is included a_ "/,he end

of this paper.
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Independent redundancy, to assure reliability, also implies synchronization among the indepen-

dent data sources, either 1) Loosely, involving buffering, comparing or voting, signaling consensus

and/or marking completed intervals, or 2) Tightly, involving hardware comparison of voting, and

a common time reference, whereas loose synchronization can employ separate time references.

B. SPACE SHUTTLE ORBITER (SSO)

TIMING 8z CONTROL PROCESSING

1) MASTER TIMING UNIT

The Space Shuttle stable crystal-controlled master timing unit provides serial time reference signals

to the on-board computers, pulse code modulation master units (PCMMUs), various time display

panels, and synchronization to instrumentation and other subsystems, using separate GMT and

Mission Elapsed Time (MET) time accumulators, as shown in Figure 1. Time outputs are a)

Serial time code continually updated at 100 pps rate (IRIG-B), and b) Self-clocking Manchester

II bi-phase demand outputs read out upon receipt of externally supplied enable signals.

Frequency stability is better than 1 part in 109 per day long term, and 1 part in 10 l° standard

deviation short term, using the Allan variance formula for averaging times of 0.5 1, 2, and 10

seconds, but requires 72 hour stabilization time after a power-off state at 35 deg.F. Master Timer

derived time/clock/sync inputs to Shuttle operational instrumentation (OI) are shown in Fig. 2.

2) AVIONICS PERFORMANCE

The estimated three-sigma position and velocity errors at main engine cutoff (MECO) of about

4600 ft and 20 ft/sec could be updated in the post-MECO state to about 100 ft and 0.6 ft/sec in

about 2 minutes, using GPS.

On-orbit TDRSS provides adequate state vectors using two-way range rate (Doppler) data through

both satellites within one revolution, in about 60-90 minutes. With only one relay satellite avail-

able, the 1.5 pass minimum tracking interval is about 115 minutes. An integrated time line suggests

that 120-195 minutes, are required from the start of tracking to maneuver execution. With a full

GPS constellation the state could be determined within about 2 minutes, as for the post-MECO

state. Updating and resetting externally requires use of the data processing system.

For ground entry navigation, using C-Band radar, the mission control center (MCC) updates on-

board knowledge of position after blackout at about 150 kilofeet, altitude. GPS could provide

accurate post-blackout navigation capability to about 200 ft and 1.2 ft/sec, or much better in

differential mode. An orbiter CPS Development Flight Test (DFT) demonstration is planned for

1993 (Figure 3).

C. FUTURE MANNED SPACE VEHICLES AND

THEIR AVIONICS ARCHITECTURES

Autonomy levels in future space avionics architectures will undoubtedly be increased, most likely

with on-board health status processors as a first step, as shown in Figure 4, and on-board PTTI-
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aided ephemeris determination and communication link synchronization not far behind.

Future manned space transportation will probably depend on a mix of vehicles, as indicated in

Figure 5. On-going NASA studies have resulted in preliminary designs of Advanced Manned

Launch Vehicle (AMLS) and Personnel Launch System (PSL), while anticipating continued use of

the Shuttle Fleet through the first quarter of the 21st century [13]. A comparison of vehicle sizes

is shown in Figure 6.

D. PRECISE TIME, FREQUENCY AND

EPHEMERIS DETERMINATION

Of the various available systems, only Loran and GPS are capable of time synchronization to better

than 100 nanoseconds, as shown in Figure 7, while differential GPS is capable of another order of

magnitude improvement [12].

1) ON-BOARD TIME AND FREQUENCY

One nanosecond (ns) of time error is equivalent to 0.3 m range error. A spaceborne GPS system

can provide precise time globally to an accuracy of 103 ns, as shown in the total RSS time transfer

error budget of Table 1 [4, 6, & 11]. Accuracies to better than 10 ns, can be obtained by correcting

for ionospheric delays with simultaneous view for coordinated users.

The Russian GLONASS, capable of similar accuracies relative to GLONASS UTC, has a known

relationship to UTC (USNO) via the International UTC maintained by the Bureau International

des Poids et Mesures (BIPM), Sevres, France, and could supplement GPS data to achieve reliabil-

ity/availability levels demanded by the FAA and ICAO for commercial aviation.

GPS time is determined by the USNO Master Clock (MC) of the USNO Time Service Department

(TS). GPS can provide UTC (USNO) time after correcting for the difference from UTC by an

integral number of seconds. GPS system time is on a continuous time scale, referenced to midnight

5 Jan 1980, whereas UTC and Russian GLONASS time contain leap seconds that allow for the

deceleration of the earth rotation. This number is provided as part of the navigation message,

because it changes every time there is a leap second.

Upon network synchronization, the clock, timing signals, and real time base, derived from accurate

crystal or rubidium frequency standards of performance summarized in Figure 8 and Table 2, will

be slaved by software controlled by an assigned network controller, referenced using GPS, UTC or

GMT [12].

Treating GPS as a Precise Time and Time Interval (PTTI) distribution system, semiconductor laser

optical clock distribution can provide a virtually jitter-less timing source, if required. Accumulated

dynamic clock jitter between ports of both correlated and uncorrelated sources is of the order of

picoseconds [7].
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2) PRECISE EPHEMERIS DETERMINATION

Precise ephemeris data is important on-board for mission success, status monitoring, also for

rendezvous and docking. TDRS measures to better to better than 100m accuracy, but does not give

instantaneous position fixes, as does GPS. Presently 60 to 195 minutes elapses between the start

of tracking and the start of executing maneuvers. In low earth orbit, unpredictable atmospheric

drag is the largest limit on prediction.

E. COMMUNICATIONS AND DATA SOURCE

SYNCHRONIZATION

Using a GPS timing reference, communications with other GPS users can inter-operate immediately

without first exchanging timing signals. Sub-microsecond accuracy timing derived from GPS brings

new meaning to "real time", in computer and communications synchronization.

1) END-TO-END LINK SYNCHRONIZATION

Carrier, clock, code, and network synchronization needs are summarized in Figure 9. A TDRS

functional receiver block diagram, and a representative end-to-end communications block diagram,

are provided in Figures 10 and 11 respectively [1, 2, & 14].

TDRSS provides short code PN lock acquisition with > 90% probability within 20 seconds at S/No

values between 34 and 73 dB-Hz, and within 7 seconds for S/No >37 dB-Hz, and carrier within

10 seconds. TDRSS user transponders provide Doppler compensation within 1500 Hz of actual

transponder center frequency, allowing for about 1% velocity uncertainty. GPS-derived velocity

error is closer to 0.01%. Code acquisition strategies are matched to TDRSS-derived predicted

position uncertainties.

With reduced GPS position and velocity uncertainties, acquisition windows could be considerably

reduced in both time and frequency, leading to reduced sync times at increased S/No ratios. GPS

time can also simplify the most complicated functions used in bandwidth efficient Time Divi-

sion Multiple Access (TDMA) communicatior.s: precise and real-time synchronization of receive

reference timing, transmit-timing control, acquisition control, unique synchronization word (UV)

detection, and elastic buffering [7].

2) DATA SOURCE SYNCHRONIZATION

Independent redundancy requires some form of synchronization among the independent data

sources. Soft, or loose, synchronization involves buffering, signaling consensus, and marking com-

pleted intervals, under program control over suitable inter module data links. Hard, or tight, syn-

chronization requires hardware 5omparison or voting, and a common time reference. As tLsed in

the NASA Fault Tolerant Multi-processor (FTMP) and other high reliability concepts for manned

aerospace vehicles, the timing reference must continuously remain within tolerances for time-
correlated data transfer.

In the past, continuous timing references were maintained using fault-tolerant redundant clock

distribution, based on majority logic voting algorithms. A set of GPS disciplined voltage-controlled
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phase-locked crystal oscillators can ensure that failure of one of the oscillators does not destroy

the phase lock of the survivors. Normally all clock receiver outputs are in phase lock with each

other and with all the oscillators [12].

F. IN-FLIGHT CLOCK CALIBRATION FOR

REDUCED REACQUISITION "TIME TO FIRST FIX"

Many aerospace vehicles carrying atomic clocks to provide precise time to their communications

systems need to be calibrated before take-off. With a GPS receiver on-board they can be reset or

calibrated in flight. The clock can then be used to reduce time to first fix (TTFF) if the receiver

has to reacquire satellites, and enables it to perform direct P-Code acquisition.

G. ENVIRONMENTAL STUDY REQUIREMENTS

Although widespread need for highest PTTI accuracy may not be apparent, numerous applications

for this accuracy will surface once the availability has been established. For instance, it may be of

interest to review PTTI requirements of a PLS-type vehicle for supporting various environmental

study programs.

1) GRAVITY MODEL REFINEMENT

Precise GPS techniques are making possible new kinds of large scale surveys of the earth and its

resources using aerospace platforms. The use of GPS receivers in space vehicles for decimeter-level

space navigation and geophysics - including gravity field determination - will map broad global

features of the gravity field, while future aircraft equipped with GPS will chart fine, regional details

of the same field.

Gravity Probe B (GP-B) used GPS as a sensor for a closed loop space guidance system, from its

location after initial insertion to a very precise low earth orbit, to within 0.001 eccentricity, to

within 0.001 degree inclination, and to alignment with the star Rigel to within 0.001 degr.ee [3].

2) RELATIVISTIC CLOCK EXPERIMENTS

Gravity Probe-B was also part of a NASA project that tested two aspects of Einstein's relativity

theory, to verify two gyroscope spin axis motions in earth orbit not predicted by Newtonian

analysis. In a precisely polar orbit the two effects would be orthogonal, with magnitudes calculated

to be 6600 and 42 milliarc-sec/year respectively [3]. The required long term clock stability is about

10 -13, or an accuracy of 10 ns, to successfully accomplish the relativistic clock experiment [5].

3) NASA CRUSTAL DYNAMICS PROGRAM FOR EARTHQUAKE
MECHANISMS STUDY

Movements of the earth's crust include extremely slow centimeters per year movements of the

continents relative to one another, and also their slow internal deformations. Measuring distances
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between points up to thousands kilometers apart with accuracies exceeding a few parts in 100
million enables such movements to be detected.

Precision and accuracy of ground based GPS determined inter-station vectors for 50 - 450 km

baselines were recently reported as better than 30 mm horizontally and 80 mm vertically, by

comparing with very long baseline interferometry measurements. Such measurements provide

details about strain across faults of plate boundaries [8].

4) SPACE GEODETIC'TRACKING FOR GLOBAL CLIMATIC
CHANGE STUDIES

The TOPEX/Poseidon oceanographic satellite will measure the topography of the open oceans

using radar altimeters to a precision of a few cm. Measuring open ocean circulation and sea level

as an indicator of global warning depends on detecting global sea level changes of about 1 mm/year

[9].

Tide gauges presently used measure relative change between the land surface and sea levels. This

relative change may be due to sea level rise or land subsidence or both. Satellite altimetry mea-

surements will have to be related to a well defined terrestrial and space reference frame that must

remain valid for decades, with respect to a network of earth fiducial points [9].

H. ENVIRONMENTAL STUDY SUPPORT

Reviewing the PTTI capabilities of a GPS-equipped PLS-type vehicle, potentially to support

"Mission to Planet Earth", environmental studies, the following presently appear unlikely: 1)

Precision orbit injection to support GP-B-type gravity model refinement, or PTTI precision to

support 2) GP-B-type relativistic clock experiments, 3) Monitoring earth crust movements,s or 4)

Monitoring sea level changes for tracking climatic changes.

However years after dedicated environmental satellites have completed their missions, clearly a

PLS-type vehicle will be able to measure long-term drifts, and to monitor relative movements of

earth fiducial points.

I. SUMMARY AND CONCLUSIONS

GPS on-board time, synchronized to the GPS space segment, provides the extremely precise refer-

ence needed for navigation, positioning purposes, can serve as primary time transfer system, as well

as for telecommunications, space tracking electronic intelligence, metrology, and data acquisition.

Discretionary use of the PLS vehicle, With GPS on board, as a flexible platform to perform environ-

mental studies will depend on the PTTI availability, and - at the very lease could identify long-term

relative movements of earth fiducial points established for various local or global reference frames.

Continuous on-board filtering and orbital element updating based on GPS can eliminate ground-

based state vector updates, provide earlier payload deployment opportunities, save fuel due to

reduced dispersion rendezvous, make up for loss of TACAN by the year 2000, also reducing com-

munications bandwidth [10].
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QUESTIONS AND ANSWERS

R. Keating, USNO: It seems to me that tight integration of such complex systems can produce
some rather adverse effects. For example, in the GPS system, if you have tight control you
can mask relativistic effects. I_ seems to me with your system you are also creating a very

grave danger of masking poorly understood physical effects - such as relativistic effectL

A. Anderman, Rockwell Space Systems Division: Basically I was trying to see to what extent
such a platform could be used for various kinds of measurements. I mentioned for those type
of measurements you probably could not ever have the right stability and constancy and so on.
Plus the fact that even having personnel on board would provide certain amount of vibration
and other noise effects. There are some areas which I did not get into on mapping other

quantities where some very useful measurements might be performed.
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UNDERWATER HYDROPHONE LOCATION

SURVEY

Jack B. Cecil

Naval Undersea Warfare Center Detachment AUTEC

West Palm Beach, FL 33402-7517

INTRODUCTION

The Atlantic Undersea Test and Evaluation Center (AUTEC) is a U.S. Navy test range located

on Andros Island, Bahamas, and a Division of the Naval Undersea Warfare Center (NUWC),

Newport, RI. The Headquarters of AUTEC ks located at a facility in West Palm Beach, FL.

AUTEC's primarily mission is to provide the U.S. Navy with a deep-water test and evaluation fa-

cility for making underwater acoustic measurements, testing and calibrating sonars, and providing

accurate underwater, surface, and in-air tracking data on surface ships, submarines, aircraft, and

weapon systems. Many of these programs are in support of Antisubmarine Warfare (ASW), un-

dersea research and development programs, and Fleet assessment and operational readiness trials.

Most tests conducted at AUTEC require precise underwater tracking (plus or minus 3 yards) of

multiple acoustic signals emitted with the correct waveshape and repetition criteria from either a

surface craft or underwater vehicle.

BACKGROUND

At AUTEC, there are two separate underwater tracking ranges located in the Tongue-of-the-

Ocean (TOTO) and adjacent to Andros Island, Bahamas. A combination of the narrow shore-

line shelf and a deep (5,000 feet) body of water _solated from the open ocean by shallow reef

boundaries makes these areas ideal for acoustic analysis, detection, and tracking. Both tracking

areas are instrumented with several underwater bottom-mounted hydrophones cabled directly to

shore facilities where signal processing and recording equipment are located. The processed data

are transmitted by microwave communications to the Main Base facility where computers process

and format the data for delivery to range users and display the data for conduct of the test by

range personnel.

From January to September 1992, the norther underwater tracking area, instrumented with seven

hydrophones spaced at 2,000 yard intervals and in a circular pattern with six on the outer perimeter

and one in the center, was enlarged with the addition of seven new hydrophones, two underwater

communications transducers, and additional data processing and interfacing hardware. The ex-

pansion effort nearly doubled the tracking area for this portion of the AUTEC range from 50 to

almost 100 nautical miles and significantly increased AUTEC's data collection capability. Before
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this additional area could be integrated and used as part of the operational tracking area, however,

a survey was required to establish the precise location of each hydrophone where it had been placed

on the floor of the ocean. Average depth of the water in this area of the TOT is 6,000 feet. This

paper attempts to give the reader a brief overview of how this survey was accomplished using the

Global P(xsitioning System as the Timing source for the emission of tracking source signals, but

does not detail the mathematical formulas used to calculate the actual hydrophone positions.

METHOD

The Site One Expansion (SOE) survey proce_ing of received hydrophone signals used a least-

squares version of the Vanderkulk mathematical method, developed by Wouter Vanderkulk of

International Business Machines (IBM). In this method, propagation delay or "transit" times

of the transmitted signal from the source transducer to the bottom-mounted hydrophone were

processed to yield baselines and depths for triads (or larger subsets) of hydrophones which were

then combined in a least_squares sense to yield a relative set of X, Y coordinates of the hydrophone

filed (see Figure 1). This relative set of coordinates was then related, translated, and scaled to

optimize agreement (while maintaining the integrity of the Vanderkulk interrelationships) with an

independent set of geodetic coordinates that were gathered simultaneotLsly with the acoustic data.

For this survey, the independent set of geodetic reference points (know source locations) was

provided by a shore_based, high precision tracking radar that tracked the surface craft. This surface

craft, instrumented with a radar beacon, was used as the platform from which the underwater

tracking signals or "pings" from a hull-mounted transducer (pinger) were emitted. A parallax

offset was used to correct for X and Y positional differences between the radar beacon and the

pinger.

Transit times for the Vanderkulk processing were derived from hydrophone arrival times that had

been corrected for delays; namely, synchronous pinger emission offset, hydrophone cable delay,

and all associated signal processor delays. In the SOE survey, the ping generation delay was

compensated for by using a GPS Timing receiver to synchronize an on-board Time Code Generator

(TCG) to within 300 nanoseconds of Universal Coordinated Time (UTC). Simultaneously, the

shore_ased signal processors, used to detect and time tag the pings received from all hydrophones,

were clocked from the Central timing facility, also synchronized to within 300 nanoseconds of

UTC. Delays in the ping generation hardware were removed by utilizing the propagation delay

compensation circuitry in the TCG. The disciplined oscillator (5 MHz) of the GPS receiver was

used to clock the TCG and maintain on-time performance. A diagram showing the equipment

configuration on-board the surface craft is shown in Figure 2.

Accurate synchronization of the acoustic pinger was of significant importance for this survey be-

cause a bias of this nature will go undetected when using the Vanderkulk processing technique,

thereby causing a bias error in the mathematical solutions that will manifest itself in the hy-

drophone depths and the scale factor of the hydrophone filed. An offset of this nature will also

manifest itself as a scale factor in the process of mapping the Vanderkulk coordinates into the

itidependent reference coordinates because the collected radar tracking data are also time tagged

to the Central Timing System clock.
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QUESTIONS AND ANSWERS

J. Wisnia, Kernco: I am rather naive on underwater sound but doesn't the speed of sound

depend on the temperature of the water and what did you do to account for that?

J. _, Naval Undersea Warfare Center: We take frequent sound velocity profile measure-
ments. We have capability of going down to the full depth and we incorporate that into the
data in the software. So there are lots of things that I did not mention, that I did not go into,
that are also a part of this formula and part of doing this task. We do consider that as one
of the important things that we crank into the software. There are other things like processor

delay, that are also injected in there. They are really constants and we do that on a typical
basis with our other hydrophones. I tried to emphasize the things we did differently for this
exercise because of the survey of surveying these hydrophones in. For the normal tracking
that we do at AUTEC, we use a hyperbolic formula and we use four hydrophones per track
because the pinger is asynchronous. It is not synchronized to any particular device and we do
derive the time with four hydrophones.

D. Allan, Allan Time: Perhaps two comments or questions, one is like GPS why couldn't you
use four instead of 3 and have the solution from the four.

J. Cecil: Well because it reduced the amount of processing time and it reduced the complexity
of the software involved. Four is just another unknown that you are throwing in there that
we would rather not have in the surveying process. Because we do not, we use the hyperbolic
method typically when we track on our existing known hydrophones. When we resurvey, we
usually use a synchronous pinger. This is really the first time that we used this Vanderkulk
technique - this Vanderkulk method. We think we are going to get a significant improvement
over the other survey results; and we may. One of the things we are considering is going back
over all of our other hydrophones now and surveying all of those in with the same technique.
It was just something that we did not want to deal with; the resolution of time in this instance.

D. Allan: The second question: It seems like you could also put the other hardware delay
solution into the software like you did with the temperature variations, etc. I was pleased
to hear that, very often, these things can be dealt with in the software and get a lot more
flexibility, rather than make a hardware solution. In the case you showed you had a hardware
solution to a delay problem and that could also be put in the software, I believe, could it not?

J. Cecil: Yes it could. One of the things we wanted to be able to accomplish here was

stability. With the stability of the on-board clock to keep in synchronization during the entire
exercise because when we go out and survey the hydrophones, we did not survey just three

hydrophones, we surveyed seven hydrophones; seven new hydrophones. It took us a period of
12 to 14 hours to complete this survey because the geodetic data that this survey was fitted
in with was accomplished through radar track. Precision air tracking radars were tracking the
vessels simultaneously; so what I was after was some stability over a long period of time, say
over 12 hours. The time code generators that we typically have at AUTEC will not give us
that kind of stability. When you can go out and do a pretes_ measurement and then turn
around and do a post test measurement, but that does not tell you what the clock was doing
in between. The clock could have been doing this in between; so this gives us a feeling of
clock stability.

P. Talley; The Aerospace Corporation: I have a comment regarding this paper, and that I
personally was involved in 1959 on the early testing of the Polaris Missile System and we were
firing into the hydrophone and we found that the islands were misplaced by over a mile and
that the hydrophones had been referenced to the land mass. The inertial guidance of the
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Polaris Missiles recalibrated the hydrophone net. That was interesting that GPS is now helping
to calibrate the hydrophone net a little further.

J. Coeil: Yes, it is the only constraint here is the fact that have to have a radar fix on the
vessel all the time we are going through this exercise. So, if you get into remote areas around
the globe you do not have that. Because we have our radar, our existing in air tracking radars,
we could tie the data and correlate this data, it made things a lot easier.

157/158





N94-10976

A Laser-cooled Cesium Fountain Frequency

Standard and

a Measurement of the Frequency Shift due to

Ultra-cold Collisions

-7o

/ j Ss

Kurt Gibble, Steven Kasapi, and Steven Chu

Physics Department

Stanford University

Stanford, California 94305-4060

Abstract

A frequency standard based on an atomic fountain of cesium atoms may have an accuracy of

10 -16 due to longer interaction times and smaller anticipated systematic errors. All of the known

systematic effects that now limit the accuracy of the Cs frequency standard increase either linearly

or as some higher power of the atom's velocity. The one systematic frequency shift which is

dramatically different is the frequency shift due to the collisions between the laser cooled atoms.

At a temperature of a few/zK, the de Broglie wavelength (:kdeB = h/p, where h is Planck's constant

and p is the momentum of the atom) is much larger than the scale of the interatomic potential.

Under these conditions the collision cross sections can be as large as ;k_/_r and the frequency

shift due to these collisions has been recently calculated Ill .

In our Cs atomic fountain, we laser cooled and trapped 101° Cs atoms in 0.4 s [2]. By shifting the

frequencies of the laser beams, the atoms were launched upwards at 2.5 m/s and a fraction of the

atoms were optically pumped into the F=3 ground state. The unwanted atoms in the F=4 ground
state were removed from the fountain with radiation pressure from a laser beam tuned to excite

only those atoms. The Cs atoms in the F=3 state traveled ballistically upwards, were excited

by the microwave cavity, and then returned back through the same cavity in the atomic fountain

configuration Is].

By varying the cold atom density, we measured a density dependent shift of-12.9 + 0.7 mHz or

-1.4 x 10-12 for an average fountain density of (2.7 4- 1.5) 109 atoms/cm 3. This measurementwas

made with uniformly populated Zeeman subleveis, while only the atoms in the mR=0 sublevel

contributed to the signal. We also made frequency measurements where the atoms in the F=3

mF ¢ 0 states were removed since those atoms do not add to the signal but contribute to the

frequency shift. A 97% pure mF=O state was made in the following way: after cooling the atoms

in optical molasses, they are in the F=4 hyperfine level. Atoms from the F=4 mF----0 state were
then transferred to the F=3 mF=O state with microwave radiation and the remaining F:4 atoms

159



in the other Zeeman sublevels were again pushed out of the way with ra_liation pressure. By

varying the number of atoms transferred to the F--3 mE----0 state, we determined the frequency

shift due to the collisions between atoms in the mR----0 states as a function of density. At a density

of (3.5 4- 2.0)×108 cm -3 (where the signal size is comparable), we measured a shift of-5.5 =t=0.5
mHz.

The extrapolation of the frequency shift to zero density is reproducible with an uncertainty of 4×

10 -14 and can be improved, indicating that it may be possible to control the cold atom density at

the 0.1% level and to continuously evaluate the shift at this level.

1. E. Tiesinga, B. J. Verhaar, H. T. C. Stoof, and D. van Bragt, Phys. Rev. A 45, (1992).

2. K. E. Gibble, S. Kasapi, and S. Chu, Opt. Lett. 17, 526 (1992).

3. M. A. Kasevich, E. Riis, S. Chu, and R. G. DeVoe, Phys. Rev. Left. 63, 612 (1989); A.

Clairon, C. Salomon, S. Guellati, and W. D. Phillips, Europhys. Lett. 16, 165 (1991).
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QUESTIONS AND ANSWERS

Question: You mentioned that density of the atoms is going to have pulling effects. Is it

ultimately going to be a stability limitation as well?

IC Cabbie, Stanford University:. At the moment it looks like we can control the density and
is in a sense automatically controlled by the laser cooling to an accuracy of about 1%. That
is what we see at the moment. It might in fact be better than that. Clearly, much more
evaluation needs to be done but we are encouraged at this point to see where it will go.
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Abstract

A U.S. Department of Defense decision for continuous implementation of GP$ Selective Avail-
ability (SIA) has made it necessary to modify Rubidium oscillator disciplining methods. One such
method for reducing the effects of SIA on the oscillator disciplining process has been developed
which achieves results approaching pre-S/A GPS.

This paper describes the Satellite Hopping algorithm used in minimizing the effects of S/A on
the oscillator disciplining process, and compares the results of using this process to those obtained

pr/or to the implementation of S]A. Test results are from a TrueTime Rubidium based Model

GPS-DC timing receiver.

INTRODUCTION

Our goal in the disciplining process is to maintain a frequency accuracy of better than 10 TM at

all times and to do this with a _ninimal effect on oscillator stability. In disciplining the Rubidium

oscillator, the philosophy is one of limited intervention. During normal operation, the Rubidium

oscillator is sampled and adjusted once:per day. This technique takes full advantage the Rubidium
oscillator's short term stability, correcting only for frequency errors accumulated during the one

day period.

Prior to the implementation of S/A, each daily frequency sample was 16 minutes 40 seconds in

duration. The results were good as the Rubidium oscillator remained well within the 10 TM design

limit, with an average frequency error of 3 x 10-12 and an Allan Deviation of 2.5 x 10 -12 at a 1- of

1 day[l]. When S/A was was implemented, however, the disciplining algorithm included the S/A
term in the Rubidium control solution and misadjusted the oscillator. In an attempt to correct

the apparent Rubidium oscillator frequency error, the disciplining algorithm reduced the control

period, allowing multiple samples per day which only exacerbated the errors. Rubidium oscillator

performance was degraded by almost an order of magnitude.

S/A was also degrading the time transfer accuracy of the GPS-DC (GPS-Digita] Clock) in which

the disciplined Rubidium oscillator is installed. A method was needed that would reduce the effects

of S/A on the disciplining process and the time transfer process as well.
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SELECTIVE AVAILABILITY

At current levels, satellites with S/A enabled show typical time transfer errors of +200 nanoseconds,
occasionally peaking to =k350 nanoseconds.

Figures 1 and 2 show typical time transfer stability of two satellites, one with S/A applied and one

without. Both satellites are referenced to the Rubidium Oscillator. The satellite with S/A shows

peak to peak timing variations of more than 400 nanoseconds over the 2 hour period, while the

satellite without S/A applied has normally less than 70 nsec.

Figure 3 compares the Allan Deviation of both satellites (the SatHop plot is discussed later). The

difference in time transfer stability over 10 to 50,000 seconds in this graph shows a four times

degradation in stability at current S/A levels.

SATELLITE HOPPING

A Satellite Hopping (SatHop) Algorithm has been developed to reduce'the effects of S/A on time

transfer and frequency disciplining processes. Satellite hopping takes advantage of the fact that

a timing receiver requires only one satellite for accurate time transfer. However, any one satellite

can transfer a timing error of 300 nanoseconds or more for a random period of time. If several

satellites are sampled sequencially and averaged into a composite satellite solution, the effects of

the satellites with S/A should be reduced. Additionally, the satellites without S/A will tend to

further reduce the errors caused by the satellites with S/A.

Figure 4 is a typical plot of the output directly from the GPS receiver during the Satllite hopping

process. Timing solutions from satellites with S/A enabled can be seen mixed with those satellites

without S/A. Note that the frequency of the S/A component in this composite satellite has been

increased by the hopping period, making it easier to average.

The SatHop Algorithm has two components, a satellite seqeuncer and a solution averager. The

sequencer scans the list of satellites currently being tracked and selects one satellite for the GPS

receiver to use for timing solutions (user deselected and unhealthy satellites are skipped). As the

GPS receiver can track up to seven satellites simultaneously, all visible satellites are normally on

the list. After a dwell period of 30 seconds which generates 30 samples for the selected satellite, the

next satellite in the sequence is selected. The sequencer continuously loops through the satellite
list, which is updated by the GPS receiver as satellites rise and set.

The solution averager creates a composite satellite Clock Bias solution by averaging the phase

solutions from all of the tracked satellites into a single 400 sample average. Clock Bias, in units
of meters, represents the phase comparison between the Rubidium Oscillator and GPS and is

described under System Hardware.

The output of the SatHop solution averager can be seen in Figure 5. This output is an averaged
composite phase measurement between all tracked satellites and the Rubidium oscillator. The

graph shows how quickly the effects of Selective Availability can be reduced. Averaging a single

satellite with Selective Availability enabled will not produce these results. The Allan deviation of

the SatHop solution averager can be seen in Figure 3. When tracking three or more satellites this

plot tends towerds the non-S/A satellite plot.
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SYSTEM HARDWARE

Referring to Photograph 1, the unit under test is a CPS Digital Clock with the Disciplined Ru-

bidium option installed. Referring to Photograph 1, the GPS satellite receiver and Rubidium

oscillator are both contained within the Clock, along with other clock electronics.

The oscillator being disciplined is an FRS-C Rubidum oscillator manufactured by Ball Corpora-

tion, Efratom Division. It is an integral component of the CPS-DC and is the clock's timebase

(located in center of clock).

The GPS receiver is a TTM (Tans Timing Module), manufactured by Trimble Navigation(located

in front center of clock). The receiver uses the Disciplined Rubidium oscillator as its' timebase

when performing position and timing solutions. Thus, when the GPS receiver performs time

transfer solutions, variations in the solution can be attributed to the Rubidium oscillator, Selective

Availability, variations in CPS signal path, and system noise.

The variable the TTM uses to report the phase difference is Clock Bias, and has units of meters.

Clock Bias os directly converted to seconds using the speed of light in free space (3.335640952 ×

10-°9 seconds/meter) as the conversion factor. Clock Bias has a usable resolution of a few nanosec-
onds.

THE DISCIPLINING PROCESS

The disciplining algorithm is a variable period frequency locked loop which controls the Rubidium

for zero frequency error. The disciplining algorithm adjusts the Rubidium once each control period.

At the end of a control period, a 4000 sample average of Clock Bias is taken (ten sample averages

from the SatHop solution averager). Used in conjunction with a previous control period sample, a

frequency error is calculated and an adjustment is made to the Rubidium C-field control voltage

using a 16-bit D/A converter.

The disciplining algorithm also contains a control period calculator. This calculator is designed to

determine the shortest possible control period allowable for an accurate frequency measurement at

the current Rubidium oscillator frequency error. The control period is calculated using a simple

hyperbolic curve:

(Control Loop Period) = K/(Rubidium Frequency Error)

where K is a constant calculated to ensure S/A does not impact the required measurement accuracy.

The control loop period is limited to minimum and maximum period values. The minimum control

period limit is calculated to satisfy the allowable worst case oscillator accuracy, and is currently

set at 6000 seconds. The maximum period value is set at 86400 seconds. This one day period

is desirable as it allows for cancellation of most daily variances, including those due to daily

temperature variations. Once an oscillator has reached the maximum control loop period it tends
to remain there unless the oscillator is disturbed.

A hardware temperature compensation circuit reduces the temperature sensitivity of the Rubidium.

This circuit measures the temperature of the Rubidium oscillator baseplate and sums a temperature
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correction voltage into the Rubidium oscillator C-field adjust input as a feed-forward term. The

gain of the temperature compensation circuit is characterized for each Rubidium oscillator. The

circuit removes a substantial portion of the temperature sensitivity of the Rubidium oscillator.

The temperature sensitivity of the Rubidium oscillator in this test was reduced to better than

2.0 x 10 -12 per degree Centigrade.

TEST RESULTS AND CONCLUSIONS

Data taken during the months of August and October 1992 consists of:

• Clock Bias directly from the GPS receiver as it sequenced through the visible satellites,

• Phase measured between the Rubidium 1 PPS and a Cesium 1PPS

• Cesium 1PPS compared to the GPS-DC 1PPS.

The Rubidium remained within +5.5 x 10 -12 and -6.8 x 10 -12 with variances due to temperature,

the Disciplining algorithm, and the Rubidium o_illator frequency stability.

Figure 6 is an Allan Deviation plot of the Rubidium 1 PPS compared to the Cesium 1PPS. The plot

shows a degredation in stability at 100,000 seconds which is caused by daily disciplining algorithm

adjustments and by daily temperature variations.

The peak frequency error of the Rubidium oscillator during the testing period, assuming all errors

belong to the Rubidium, was -6.8 x 10 -12 during a 6 degree Centigrade ambient transient. Test

performed using the frequency locked loop prior to the advent of Selective Availability (June of

1989 ) resulted in a value of 2.2 x 10-12.[1] Note that the temperature did not vary by more than

2 degrees C during the June 1989 test. Also included are results of a test performed in August of

1992. the August and October tests used the same equipment but in different locations. The June

1989 test was performed prior to S/A and is included here for comparison.

Disciplined Rubidium Oscillator Frequency Accuracy

TEST DATE S/A PEAK FREQ FREQUENCY
ENABLED ERROR STABILITY

1 DAY

PEAK TEMPERATURE

VARIATION,
DEGREES C

OCTOBER 1992 YES -6,8 x 10-12 2.51 x 10-12 7
AUGUST 1992 YES 5.6 x 10-12 5
JUNE 1989 NO 3.0 x 10-12 2.5 x 10-12 2

The stability of the disciplined Rubidium oscillator in an S/A environment are approaching the

pre-S/A results. The temperature variations in the tests are once again the predominant variable

in the disciplining process.

Improving Rubidium oscillator temperature compensation and/or controlling the temperature of

the oscillator baseplate is necessarily the next step in the disciplining process. Improving temper-
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ature performance will reduce the peak frequency errors and improve the frequency stability over
the 1/2 to 2 day region.

It is interesting to note that the Rubidium Oscillator used in the GPS-DC exhibits a thermal

hysteresis on the order of 1 x 10-12 to 3 x 10 -12 such that the frequency at a specific temperature will

be different depending upon which direction in temperature the final temperature was approached.

The June, 1989 test was performed at a facility with an environmentally controlled labortory.

The August, 1992 test Was performed in the TrueTime Engineering offices where the office tem-

perature is controlled by a wall thermostat which was set for the range of 69-71 degrees F.

The October, 1992 test was performed inside an environmental chamber in order to minimize

temperature effects on the test. The chamber failed during the test, allowing variations in temper-

ature larger than either previous test. The worst of the failed temperature controller data occurred

during the final week of the test and was subsequently truncated.

The GPS Digital Clock 1 PPS output corrects for the accumulated time error of the Rubidium

Oscillator and does not pass it on to the user.

References

[1.] Dewey, W.P., "A GPS Disciplined Rubidium Clock", Proc. of the 21st Annual Precise

Time and Time Interval (PTTI) Application and Planning Meeting. Washington D.C.,

(November 1989), 149-160.
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Abstract

This paper describes an approach to implementing a compact, highly reliable and precise

Master Time and Frequency subsystem usable in a variety of applications. These applications
include, among others, Satellite Ground Terminals, Range Timing Stations, Communications

Terminals, and Power Station Timing subsystems. All time and frequency output signals are locked
to Universal Time via the GPS Satellite system. The system provides for continued output of

precise signals in the event of GPS signal interruption from antenna or lead-in breakage or other

causes. Costlperformance tradeoffs affecting system accuracy over the short, medium and long term

are discussed. A unique approach to redundant system design provides an architecture with the

reliability advantage of triple-redundant majority voting and the cost advantages of dual-redundant

elements. The system can be configured to output a variety of precise time and frequency signals

and the design can be tailored to output as few, or as many, types and quantities of signals as are

required by the application.

I. INTRODUCTION

Overview

This paper first presents a background of precise time and frequency generation and briefly lists

current-day applications. The GPS system concept is then introduced and the needs in precise

frequency and timekeeping that are filled by the GPS system are discussed. Various accuracy

alternatives are presented. Next, a practical Station Clock that meets these needs is described. The

discussions then proceed to the implementation of a highly reliable, relatively low cost redundant

time and frequency system.

Background

The art of precise frequency generation and timekeeping using electronic means has been with

us for several decades, with achieved precision steadily improving as new frequency standards

and synchronization methods have been developed. Since 1967, the length of a second has been

defined in terms of the resonance of the cesium atom, and since the 1970's, cesium beam standards

have been used in all applications requiring the most precise frequencies and precise timekeeping.

Maintenance of frequency calibration and precise time setting have been a matter of some difficulty
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and great expense, requiring the use of standard frequency radio broadcasts, portable clocks, and

extensive manpower allocation. With the advent of the GPS system, ultra-precise frequency

generation and timekeeping is with us at immeasurably reduced effort and at a fraction of the

costs of previous methods. When GPS synchronization is used, all generated frequency and

time outputs, worldwide, are precisely locked to a common source.

The GPS system is making all older methods of precise frequency and time generation obsolete

and has, with the help of CPU-based instruments, brought precise frequency and timekeeping to a

myriad of new applications that could not have afforded the old methods. Present day applications

include, among others, the following:

SOME GPS TIME & FREQUENCY APPLICATIONS

* Satellite ground terminals
* Communications terminals

* TV and radio networks

* Astronomical observatories

* Electrical power system monitoring

* Telecommunications systems
* Cellular radio

* Frequency-hopping systems

* Telemetry data acquisition stations

II. GPS CLOCK BASICS

Definitions

The word "clock" has many definitions and connotations. In this paper, we use the term to denote

a self-contained electronic instrument that provides a user with precise frequency and (usually)

time signals. A GPS Clock is an instrument that synchronizes to GPS to produce precise frequency

and time signals. Often, when such an instrument provides all of the signals required at a given

site, it is called a GPS Station Clock. Add redundancy, backup power supplies and/or multiple

output signal units and we have a GPS Station Clock System (sometimes the word "system" is

left off).

Clock Elements

The basic Clock has several necessary elements, as listed below. When only reference frequency

outputs are required, the elements related to time accumulation, correction, and generation are

not required.

* A reference frequency source

* Frequency counters and time accumulators

* A synchronizing source

* Time correction mechanisms

* Output signal generators

Reference Frequency Source

Being self-contained, the Clock has an internal frequency source (oscillator) and, since this paper

addresses a GPS-based system, GPS disciplining of the oscillator is assumed. Crystal or rubidium
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based oscillators are normally used. A disciplined cesium frequency standard can provide a clock

that eliminates almost all the time inaccuracies due to SA. With GPS disciplining, using properly

designed disciplining hardware and software, the long term accuracy, i.e.; 24 hours, of the Clock is

equal to that of the core GPS system standard. This results from the fact that long-term phase-

locked disciplining locks the local oscillator to the GPS standard over the long term and the fact

that the core GPS standard does not vary. Loss of GPS disciplining for periods of even several

hours does not degrade long term accuracy as long as oscillator-inherent (free running) drift is not

excessive, and this can be controlled by selecting a good oscillator for the application.

Now, "long-term" must be defined. With SA active, the resulting signal distortions last from a

few seconds to a few hours. The most visible indication of these distortions is a plot of the 1 PPS

output of a GPS receiver against a local cesium standard over a period of several days. Experience

has indicated that 1 PPS phase returns to "neutral 'i at intervals not exceeding two-to-three hours

and that the summation of deviations integrates to zero over a 16 to 24 hour period. The conclusion

is that the accuracy will be on the order of one part in 1012 to 10 TM when measured over a period

of 10 to 20 hours.

Reference Frequency Source

Next we come to the situation of expected intermediate term (one second to several minutes)

frequency accuracy while tracking satellites. The figure here is determined by the oscillator char-

acteristics. Typically, in this application, voltage control is used to discipline the oscillator, and

the disciplining process is one of continually varying the oscillator voltage to track the inherent

drifts (primarily aging and temperature stability). The poorer the oscillator stability, the poorer

the intermediate term accuracy will be. Ovenized crystal oscillators typically have accuracies in

the range of 1 X 10 -9 through 5 X 10-1]. Rubidium oscillator accuracy is approximately 1 X

10 TM. Table 1 lists the characteristics for a representative set of oscillators.

Short term stability is totally determined by the oscillator characteristics. Many different suitable

oscillators for this applicatio_n with a great variation of characteristics are available. Data on

typical oscillators are given in Table 1.

Knowing the coasting drift is important in some applications. Coasting drift is defined as the

total 1 PPS phase drift at the Clock output during those periods when the oscillator is not being

actively disciplined by GPS. Since there is worldwide coverage by at least one satellite 24 hours a

day, this situation arises only under unusual circumstances, but it is useful information for those

cases. Two possible situations where satellite data may not be available are (1) the temporary

disconnection of an antenna and (2) the placement of the antenna at a location where all satellites

are obscured for periods of time. The coasting drift for various types of oscillators is given in Table
1.

Table 1 gives data for oscillators available from TRAK Systems Division of TRAK Microwave

Corporation. If an instrument has accumulated an offset of less than 10 microseconds while drifting,

when a satellite is reacquired corrections are applied smoothly to return the phase difference to

zero and to reestablish long term accuracy. Conversely, if, at the time of satellite reacquisition,

accumulated offset is greater than 10 microseconds, all counters are reset to zero and a new baseline

for long term accuracy measurements is established. As can be seen from Table 1, even the least-
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precise of

the oscillators offered can withstand greater than four hours without disciplining and still maintain

integrity of long term accuracy.

Frequency Counters and Time Accumulators

Clocks of the type described herein contain, as a minimum, the frequency counters to produce a

1 PPS output. Producing a 1 PPS by countdown from the oscillator is requir_i to implement the

disciplining process. Figure 1 is a simplified block diagram showing the disciplining circuits.

Clocks producing time of year outputs also contain time accumulators for seconds through years.
Modern time Clocks use software accumulators.

Synchronizing Source

As described above, the internal oscillator and 1 PPS output are synchronized to the GPS received

1 PPS signal. The GPS receiver also outputs the data to initially synchronize the time accumu-

lators. It is important to note that, once synchronized, the Clock and its time accumulators can

run for periods of many hours without resynchronization. In other words, the Clock does not

merely process received GPS data and output it -- the Clock uses the GPS received signals for

synchronization and, without loss of long term accuracy, bridges periods of no GPS input.

Time Correction Mechanisms

The various time correction factors are described below.

LEAP YEAR: Leap year data for the next century are stored in memory, and proper updating

is provided at each year end.

LEAP SECOND: In order to reconcile the time scale produced by the atomic second with the

solar scale (Universal Time, UTC), a second is added approximately once a year. This addition is

announced in advance and is flagged in the GPS transmission. The internal time clock recognizes

this flag and automatically adds one second at the designated time (June 30 or December 31).

TIME ZONE: Many applications use UTC (zero meridian) time regardless of the Clock's location

on earth. No adjustments to received GPS time are required in these cases. However, other

applications call for local standard time. Provisions are made for front panel or remote computer

entry of time zone offset. Once this entry is made, nonvolatile memory maintains the setup data

and the Clock automatically produces local standard time.

SUMMER TIME: Some users prefer to correct for and accumulate Summer (or Daylight) time

when it is active. Since the dates of change are set by local mandate, provisions are made for front

panel or remote computer entry of the required dates. Once these dates are set in for each year,

they are stored in nonvolatile memory and corrections are automatically applied at the designated

times.
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Output Signal Generators

A Clock containing all of the elements described thus far can output a variety of rates and encoded

time signals merely by adding circuits that use the basic clock signals to produce the desired

outputs. A Clock designed only as a frequency source can output a variety of optional digital

and sinewave frequencies. The next section of this paper illustrates a typical GPS Station Clock

containing a great variety of outputs.

III. HARDWARE IMPLEMENTATION

A GPS Station Clock

A functional block diagram for a typical production GPS Station Clock incorporating all of the

features outlined in the previous paragraphs is illustrated in Figure 2.

On the front panel of a typical GPS Station Clock, keypad and alphanumeric display implement

setup of the unit and status display. All desired setups can also be entered by remote terminal or

computer. The setup system provides for entering such data as time zone and other optional data

differing from default values. Status screens include satellite status, current modes, time and date,

latest navigation solution, GPS-lock status, and many others.

Referring to Figure 2, the instrument contains a six-parallel-channel GPS Receiver for frequency

disciplining and time presetting, a Disciplined Frequency Subsystem including stable oscillator

(crystal or rubidium), a System Processor including receiver interface, executive controller, fre-

quency and time countdown circuits, computer I/O, and other functions. A great variety of

signals, including digital rates, sinewave rates, serial time codes, and parallel time codes can be

generated and supplied as outputs.

GPS Antenna System

Three primary choices of antenna system exist: (1) passive, (2) active with preamp at antenna and

(optionally) in line, and (3) with downconverter at antenna. These are described in the following

paragraphs. For lower-accuracy applications, it is possible to mount the GPS receiver in the

antenna, but this approach is outside the scope of this paper.

PASSIVE: The GPS frequency of 1.5 GHZ precludes using a passive antenna with more than just

a few feet of lead-in cable, and this type of system is restricted to field and vehicular applications.

ACTIVE WITH PREAMP: This is the most common type of system. It is not uncommon

to multiplex a dc voltage up the antenna lead-in conductor to power preamps in the line and

at the antenna. A well-designed system can use inexpensive coaxial cable to lengths of 200 feet

with a preamp in the antenna and to 400 feet with the addition of a line amplifier at midpoint.

This distance is more than adequate for most applications. A view of two typical antennas is

shown in Figure 4. Lead-in distance can be extended to over 1000 feet using low-loss (expensive

and cumbersome) cable and/or additional line amplifiers, but dynamic range decreases with added

amplifiers.

DOWNCONVERTER: Lead-in distance can be extended to a few thousand feet if a downcon-

verter is used at the antenna. Typically, the 1.5 GHZ signal is converted to the range of 10-to-80
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MHz to greatly reduce cable losses. An upconverter can then be used at the receiver if it has a

standard 1.5 GHz front end, or a special receiver made to accept the downconverted frequency can

be used. Some systems send an LO signal up to the antenna on a separate cable.

IV. A REDUNDANT TIME AND FREQUENCY SYSTEM

Reliability And Redundancy

The GPS Station Clock and active antenna described above use highly reliable components and

the system has a calculated Mean Time Between Failure (MTBF) of 25,000 hours; however, some

applications have a required probability of success unachievable with a single unit. This high

probability can be achieved by using a well-designed redundant system having only a few single

points of failure. For some application.s, it is necessary to back up only critical frequency and

timekeeping while for others, backup is required for the entire system. All ac power supply paths

should have redundancy and/or the primary ac supply should be backed up by batteries. Variations

between these two approaches are also used. One quite common variation is described below.

A Practical Redundant System

For many people, the thought of using a redundant system brings visions of a very high expense and

a waste of money. However, there are those situations that demand redundancy and, fortunately,

redundant timing systems are far less costly today than they were ten years ago. Such a system is
described below.

A typical redundant time and frequency system is shown in the block diagram of Figure 3. Two

identical GPS Station Clocks (Clock A and Clock B), each with its own antenna, produce all of

the types of signals required for system output. All signals from each of the clocks, along with

internal status information, are fed to the Fault Sensing and

One exception to using two completely identical Clocks is to

and a crystal in backup Clock B; however, the cost savings

increased logistic costs.

Switching Unit (FSSU).

use a rubidium oscillator in Clock A

of this approach hardly justifies the

Within the FSSU, the signal set is examined for phase errors, time bit errors, setup bits, and

dropouts. The signals from Clock A are placed on line at the outputs of the FSSU. In the event

of a signal failure or bad status message from Clock A, the outputs from Clock B are placed on

line. Fault lines from other parts of the system are also fed to the FSSU, and any detected system
fault is displayed on the FSSU front panel and an audible alarm is sounded.

Each of the signals passing through the FSSU from Clock A or Clock B connects via a simple, highly

reliable, switch element. Elements used are reed relays and simple TTL gates. This technique
extends the mean time between failure of individual signals at the output of the FSSU to well over

1,000,000 hours.

High-Isolation Low-Noise Frequency Outputs

Some applications demand reference-frequency (typically 5 or 10 MHz) outputs that have very

low phase noise and extremely high output-to-output and output-to-input isolation. These are

applications where the reference frequencies are being multiplied to much higher frequencies used
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by station radars and other equipments. The system architecture shown in Figure 3 provides this

isolation. In this approach, the signals to be protected are routed directly from Clocks A and

B to a special high-isolation precision frequency distribution unit (FDU). This unit has dual-

redundant input buffers followed by a high-isolation electronic switch. Selection of Clock A or

Clock B signals is via remote command lines from the FSSU or by local signal dropout detectors

in the FDU. Output isolation of greater than 125 dB assures trouble-free system operation. This

approach is costly and should be used only if required; however, it can save a lifetime of problems

at many radar and communication station applications.

Fault Sensing and Switching Unit

The FSSU, Figure 4, uses an internal reference source (Clock C) to implement digital signal fault

location. The unit initially checks for time and phase agreement of Clock A and Clock B outputs.

When agreement has been verified, Clock C is synchronized to the agreeing inputs. After this

initial synchronization, all of the Clock C frequency dividers and time accumulators free run, using

an internal oscillator disciplined to the on-line input Clock. This provides a third independent

clock source to continuously check the digital signals against Clock A and Clock B.

The FSSU initially routes Clock A signals to its outputs. In the event of a failure report on the

Clock A status line, the detection of a Clock A phase or time difference (vs agreeing Clocks B

& C), or a Clock A signal dropout, the FSSU automatically places Clock B signals on line and

activates both local and remote alarms. In the event of a failure of Clock B or C, the outputs from

Clock A remain on line and the alarms are given.

The FSSU has several features built in to preclude false alarms and switching without sacrificing

fault detection capability. For instance, the operator can enter a desired delay time between

the detection of a low Status line and declaring a fault. If both status lines go low, a common

antenna problem is assumed and automatic switching is inhibited. Provisions are made for properly

operating through leap second, leap year, and summer-time corrections and to enter parameters

as required.

Another feature of the FSSU is fault collection and alarm for timing buffer units and other units

in the system. Also, two RS-232 I/O ports allow for remote setup and status output.

To assure that a single power supply failure does not cause a system failure, the FSSU must be

equipped with a dual power supply system, all the way from the power input connectors to the

point where the redundant supply lines are diode-OR'ed to the dc busses. The use of a main ac

supply with battery backup is discussed further at the end of this section.

Signal Distribution

In modern timing systems, it is not unusual to have requirements for several hundred separately-

buffered signal outputs, all designed for driving long, low impedance lines. Most systems also

require each buffer module to have fault sensing circuits. As a result, the distribution subsystem

often represents one-half of the total Timing Station cost and size. In specifying a system, the

engineer must be careful to assure that all significant design considerations and specifications are

considered. Space does not permit detailed coverage of this important subject in this paper.
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Power Supply System

It is standard practice to provide battery backup for all critical timekeeping circuits or to use

uninterruptible ac power sources. This approach protects the system again,st recovery problems

after restoration of primary power; i.e., the Time Base Subsystem does not require several hours.

Beyond this, system designers often allow the system outputs to "die", based on the scenario that

all of the users of the signals are also without power and that outputs are fully restored upon

restoration of station power.

A second consideration is provision for backup of the power supplies within the units. In a redun-

dant system, backup for failed power supplies is mandatory to preclude unnecessary single-point

failures. For those units that already have DC power backup, an additional AC power supply is

not required for mission success. The FSSU, however, is in a serial path for all signals and must

have redundant power supplies. Finally, system reliability is certainly higher if redundant supplies

are used in the Distribution Subsystem, but most system designers elect to permit a short down

time while a failed TBU power supply is replaced.
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Table 1. GPS Clock Oscillator Performance Comparisons

CHARACTERISTICS

Accuracy while tracking

Typical coasting drift
(first 2 hours)

100 sec Allan variance

10 sec Allan variance

1 sec Allan varlance

STD
CRYSTAL

1 x10-9

1.5 us/hr

5x 10-11

1 x 10-10

N/C

LO DRIFT

1 x 10-10

250 ns/hr

1 x 10-12

1 x 10-12

5 x 10-12

LO DRIFT/
REDUCED

NOISE

1 x 10-10

250 ns/hr

1 x 10-12

1 x 10-12

5 x 10-12

Phase noise @ 1 Hz offset

Phase noise @ 10 Hz offset

Phase noise @ 100 Hz offset

Phase noise @ 1 KHz offset

Phase noise @ 10 KHz offset

Harmonic distortion

Non-harmonic distortion

-80 dBc

-85 dBc

-100 dBc

-105 dBc

-115 dBc

-30 dBc

-40 dBc

-80 dBc

-85 dBc

-100 dBc

-105 dBc

-115 dBc

-30 dBc

-50 dBc

-100 dBc

-120 dBc

-130 dBc

-145 dBc

-150 dBc

-30 dBc

-50 dBc

ULTRA

LO DRIFT/
LO NOISE

5 x 10-11

150 ns/hr

1 x 10-12

1 x 10-12

5 x 10-12

-100 dBc

-120 dBc

-140 dBc

-155 dBc

-160 dBc

-30 dBc

-60 dBc

RUBIDIUM

1 x 10-11

40 ns/hr

1 x 10-11

4x 10-11

1 x 10-10

-70 dBc

-90 dBc

-110 dBc

-130 dbc

-130 dBc

-40 dBc

-65 dBc

TYPICAL COASTING DRIFT - Oscillator drift when no satellites are in view

following two to four days stabilization. Since there is currently full coverage
worldwide, this information covers only very unusual conditions.

CHARACTERISTICS

1 hour

2 hours

4 hours

8 hours

16 hours

STD
CRYSTAL

1.5 I_s

3 ps

7 t_s

20 l_s

50 p.s

LO DRIFT

250 ns

500 ns

1.5 l_s

3 l_s

8 I_s

LO DRIFT/
REDUCED

NOISE

250 ns

500 ns

1.5 I_S

3 I_s

8 lis

ULTRA

LO/DRIFT
LO NOISE

150 ns

300 ns

750 ns

1.5 l_s

5 _s

RUBIDIUM

40 ns

80 ns

200 ns

400 ns

800 ns
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POSSIBLE APPLICATIONS

OF ATOMIC FREQUENCY STANDARDS

WITH AN INTERNAL HIGH RESOLUTION

DIGITAL SYNTHESIZER

f. Jf

E. Detoma 1, A.Stern 2

1 INTRODUCTION

This paper reviews the applications of Atomic Frequency Standards with an internal synthesizer

(thereafter referred as "Synthesized Frequency Standards or Oscillators") with a special emphasis

on the Rb oscillator. A fractional frequency synthesizer, developed by SEPA, has been incorporated

in the Frequency Locked Loop of a TFL Rubidium Frequency Standard. This combination allows a

fYequency settability in steps of 1.5.10 -12 (optional 1.10 -I:_) over a range of 6.10 -9 without having

to resort to change the C-field to tune the output frequency of the device. This capability, coupled

to the excellent short term stability of the Rb frequency standard, opens new possibilities for time

and frequency users in the various fields (time metrology, navigation, communication, etc.) in which

stable frequency standards find their application.

In time metrology, the capability to precisely tune the frequency of the atomic standard will provide

the same benefits that are now achieved by the combination of a frequency standard and a phase

microstepper; the immediate application will be the generation of primary and secondary time scales,

by steering the output frequency of the synthesized standard with reference to some other physical

device or to a computed time scale: this will provide a hardware implementation of the "paper clock"

which constitutes the "ideal" time scale in primary and secondary laboratories.

The high resolution frequency settability of the output signal of the standard may have some uncom-

mon applications, such as the generation of other time scales, as the sidereal time for astronomical

uses. Fine frequency and time offsets, the latter with a resolution as small as a few picoseconds,

can be generated with the synthesized standard, allowing remote clocks to be precisely set at the

same frequency and time, or with controlled offsets in time (and eventually in fi-equency) to provide

a "coordinated" time network. This is important in communications networks, where clocks at the

nodes must be kept not only syntonized but synchronized with offsets which account for the relative

propagation delays within the same nodes in the network.

Electrical-power generation and distribution systems, and ground-based positioning systems will,

for the same reasons, undoubtedly benefit from atomic standards incorporating a synthesizer, but

applications exist to exph)it the settabi]ity and stability of the atomic frequency standard for other

navigation applications. In GPS receivers, fi_r instance, where, once synchronized to the GPS System

Time, the local oscillator can provide a flywheel to split the solution in its time and space components;

in this way, no degradation is expected if the number of available satellites is reduced to 3 because

of intentional jamming or satellites masking due to banking manoeuvers.

I FIAT C1EI S.p.A., Div. SEPA - Corso Giulio Cesam 300 - 10154 Torino [Italy]

2 Time & Frequency Ltd., TFL - 14, Habanai Street -Holon 58117 [Israel]
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In some particular communication and navigation applications, where minimum exposure is re-

quired, keeping the internal Pseudo Random Noise (PRN) generator of the receiver synchronized to

the transmitted PRN code, even when this is not actually received, will minimize the exposure by

reducing or zeroing the acquisition time when required to track GPS satellites or to communicate

through a secure data link.

2 DESCRIPTION OF THE SYNTHESIZED Rb OSCILLATOR

A few frequency standards with a built-indigitalfrequency synthesizer (fora good review of frequency

synthesizers see ref.20) are currently available on the market: most of the H-masers (refs.8, 9 and

10) and both Hewlett-Packard (HP) and Frequency and Time Systems (FTS) new cesiums (refs.16

and 17) incorporate a synthesizer within theirfrequency locked loop. The HP 5071A Cesium Beam

Frequency standard claims a ultra-high resolution of6.3.10 -Is over a range of 1-10 -9 and a stability

of 2 •10TM for an averaging time of 5 days.

In the Synthesized Rb Oscillator, jointly developed by TFL and SEPA (refs. 1 and 2 and fig. 1), a

high resolution fractional frequency synthesizer has been inserted in the frequency locked loop to

effectively control the output frequency of the device with a resolution of 1.5.10 -12 [optional 1.10 -13,

since the short term frequency stability of the TFL Rb oscillator may reach 2.10 -la for an averaging

time T -- i000 s], without resorting to the C-field method for frequency control. In the final device,

many other novelties are introduced for the first time in a small Rb oscillator (see the block diagram

in fig. 1):

• a.c. C-field modulation, with the aim to reduce the sensitivity of the device to external magnetic

fields;

• auxiliary outputs, to provide 50 _ impedance, TTL-level compatible, 1 pps and standard fre-

quency outputs, in addition to the main 10 MHz sinewave standard output. The TTL output

frequency can be electrically selected to be 10, 5, 1 or 0.1 MHz, and the 1 pps output is auto-

matically synchronizabte to the leading edge of a reference pulse.

These features make the device ideally suited for stand-alone operation or to be incorporated in

timing systems, in the full range of possible applications. For additional informations on the device,

the reader is referred to refs. 1 and 2; in the fifllowing we will cover in general the benefits deriving

from the use of synthesized oscillators in a non-exhaustive list of possible applications.

An immediate benefit, which should be mentioned here since it relates directly to the perfi_rmance

of the atomic standard, derives from the recognition of this basic fact: the operation of an atomic

frequency standard can be optimized, even of an order of magnitude, if no constraint is placed on

the output frequency derived from it. This means, fi)r instance, that its frequency stability can be

improved if we allow a slight detuning of the output frequency due to adjustment.s in the interrogation

RF power, magnetic field, etc. Years of research in this direction, carried on mainly by Andrea De

Marchi at NIST, have resulted in an impressive list of papers (refs. 11-14 and 18-19) supporting

these claims.

However, the end-user needs a "nominal" output frequency from its reference oscillator, and the in-

corporation of a synthesizer within the locked loop of the standard allows to "recover" a nominal value

for the output frequency, since it controls the output frequency independently from the parameters

of interrogation of the atomic resonance. This has been a major factor in improving the performance
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of atomic standards, resulting in specifications as those boasted by the HP 5071A Cesium Beam

frequency standard.

3 FREQUENCY AND PHASE CONTROL

In the majority of existing frequency standards, based on frequency or phase locked-loops to atomic

resonances, the frequency control is achieved by means of changing the magnetic field (C-field con-

trol): this may result in unpredictable changes due to residual hysteresis effects and changes in

the magnetic susceptibility of the standard. Moreover, the control is non-linear over a wide range,

non-repeatable from unit to unit and non-reproducible even in the same unit due to (frequency)

aging. These limitations have prevented the precise control of the output frequency of atomic fre-

quency standards; as a matter of fact, for accurate oscillators, like Cs-beam frequency standards, it

is strongly advisable not to change at all the C-field setting, if not for very important reasons. As a

consequence, precision timing systems had to resort in the past to external devices, such as phase

microsteppers, to adjust the output phase and frequency. Neglecting the noise, the output signal of

an oscillator can be written as:

V(t)= Yo-sin[2rvot+ _o] (I)

where Vo and v0 are the amplitude and the nominal frequencyofthe signal,and _ooisthe initial,

arbitrary,phase angle.The frequencyv(t)[tisused only toindicatea dependency on time]and the

phase _o(t)are relatedby a simple equation,namely:

1 .oj(t) = 1 d_(t) (2)_(t)= _ _-7 dt

where w(t) = _ is the instantaneous angular frequency of the signal. If a change Au in the

nominal frequency of the signal is desired, the resulting equation can be written as:

v(t) = v0. sin[_._rv0t+ 2_zavt + _o] (3)

and the second frequency term can be rewritten in terms of phase drift using (2):

V(t) = Vo . sinI2_r1"ot + _tt t + _0] (4)

A mierostepper is capable of stepping the phase of the output signal in precise amounts with extreme

resolution, implementing the mechanization ofeq. (4); it has been effectively used in timing systems

to control the output frequency by applying phase steps at precise intervals in time, in order to

simulate the phase drift due to a frequency offset: the main disadvantage of this technique is in the

granularity of the c_mtrol, since phase can be adjusted only in discrete steps, whose minimum value

is equal to the resolution of the microstepper. Conversely, frequency control can be applied to adjust

the phase of the output signal, using the same basic relationship (2); in this case a continuous phase

shift Ax (see the definition below) is obtained, from the current phase to the desired phase, in a

predefined time interval At, by applying a proper frequency offset Av for the duration At:

Av
Az = m, At (5)

i,o

where we have used the definition of the "time deviation" x(t), which represents the phase normalized

in units of time, according to the relationship:

z(t) = 2(0 (6)
27ruo
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Alternatively, the time deviation x(t) can be related to the fractional frequency error y = Avlv as:

xCt)= y(t) at (7)

Again, two variables (ziv alid At in eq. (5)) can be used to control the process, and no discontinuities

are apparent in the phase x(t) for any choice of z_v and At; the "granularity" appears in the frequency

settability, being a direct consequence of the resolution of the internal synthesizer. Therefore, the

resolution on frequency control z_v,,;, constrains the minimum phase shift allowable, and, since At

cannot be smaller than the loop time constant of the standard r_oop, this effectively limits the phase

resolution Az,,;,to:

Az.,;, = Av.,_.. rE,,op (8)

In our case, the minimum time step is given by:

Z_Xmt',_ ----1.5 • 10 -12 • 196 ms = 0.3 ps (9)

where: Arm;, = 1.5 ' 10 -12 and r_oop = 196 ms. However, the rms time-error noise is given roughly

by:
,,,(r)_ _'.,_,(r)= T. Io-_2.v_ (to)

for our Rb oscillator, where r is measured in seconds. The minimum time error noise is obtained at

the smallest integration time, which is _oov = 196 ms, and:

a,(r = 196 ms) _ 3 ps (11)

i.e., in order to resolve the time step above noise one has to perform a step larger than 3 ps.

4 APPLICATIONS IN PRECISE TIMING SYSTEMS

A synthesized atomic standard is ideally suited to drive a precise timing system; more than one

oscillator can be incorporated into such a system to provide redundancy, with additional benefits

compared to a standard, non-controllable oscillator. Consider the situation in which, in a redundant

timing system, one oscillator fails and automatic switchover to another unit occurs. If the phase and

frequency of the two oscillators are not precisely aligned, a frequency deviation and a phase jump

will likely occur, and a disturbance will be generated and propagated downstream to the users of the

timing signal. While the frequency offset is usually limited by the relative accuracy and settability

of the standards, the phase jump can be as large as the period of the main output of the oscillator,

namely 100 ns for a 10 MHz output, if indipendent control of the phase of the oscillators is not

accomplished.

This situation can be avoided if precise frequency control is applied, since we can control indepen-

dently the frequency and phase of each (mtput, with a resolution adequate to keep the output signals

aligned; therefin'e, switchover transients can really be neglected and the failure recovery procedure

appears now completely transparent to any user. While these considerations already provide benefits

in basic timing systems, sophisticated systems may gain additional benefits; disciplined frequency

oscillators can be built, since they rely on intrinsic frequency control of the output signal. Digital

versus analog implementation of the control loop is a preferrable mean of locking the output source

to one or more indipendent input references, since infinite memory can be provided in the loop and

more complex control laws can be easily built in the device.
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In many applications of Synthesized Atomic Frequency Standards, we have a phase or frequency

locked loop with a very long time constant, from hours to days. This includes also the cases where

manual frequency control closes the loop. The long time constant results from the fact that the

local oscillator used in the loop, the atomic standard, exhibits the best stability at these long time

constants of hours and days. In these applications, the use of a synthesized atomic standard provides

the following important benefits:

a. Digital control: is the only scheme that can be used to reliably implement very long time

constants (analog schemes require high values for resistance and capacitance);

b. Predetermined fixed frequency steps: this allows immediate frequency control response:

there is no need for experimenting firs___tthe loop response to a frequency change and then

making a suitable correction.

As an example, we can consider a multiple-input system as the Frequency Combiner Selector de-

scribed in refs. 3 and 4. The system accepts multiple reference signals as input and performs

a near-simultaneous phase intercomparison on the input and output signals with high resolution,

since the measurements are carried on using the beat signals (1 Hz) between the various sources

and an offset oscillator. The phase relationships are derived by the time of occurrence of the positive

zero crossing of the beat signals as measured by a high resolution multichannel event clock, with a

total ambiguity (data fold-over) of one full day. A computer steers the output frequency to the best

estimate of the input signals, weighted according their accuracy and statistical characteristics, and

drives an output crystal oscillator through a high resolution D/A converter. The system works in a

closed loop mode, since the system output (from the digitally controlled oscillator) is split and fed

back to one of the input (reference) channels; therefore, a continuous measurement of the output

phase is provided to effectively servo the output oscillator.

The use of a crystal oscillator as a control element prevents open loop operation of the system; open

loop operation is possible only if enough accuracy and repeatability of control is available in the

output oscillator: this is the case of synthesized frequency standards, since frequency changes can be

programmed (open-loop) with the same accuracy by which the frequency of the standard is known.

This does not imply that no measurement feedback is required at all. The frequency of the standard

acting as the system output device must be measured and known; however, the time required to

preci_ly measure the frequency of the output oscillator is no hmger related to the response time

when frequency changes are commanded to the output oscillator. In this case, the system effectively

acts as an open loop in terms of serw_ control, since the output frequency is measured only to steer

its nominal value to some preset figure.

The capability to decouple the time constant of the measurements and of the system re-

sponse is the main characteristic that allows a new degree of flexibility in designing redundant

timing systems, in which redundancy is not bounded to a local ensemble of oscillators, but is ex-

tended to remote clocks as well, providing cost-effective solutions in distributed timing networks.

But additional applications are possible, thanks to the capability to effectively and precisely steer

the frequency and phase of each oscillator. As an example we can consider another timing system,

recently proposed by TFL, in which a novel way of combining reference signals from various clocks

is proposed. The arrangement (ref. 5) requires a coarse phase alignement of the signals to be com-

bined. This can be solved with additional hardware: delay lines and switches. But, the introduction

of synthesized frequency standards offers this feature fi)r free, without additional hardware and with

increased resolution versus what is presently available.
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Primary laboratories and national time scales are based on "paper time scales" A paper time scale or

software clock is based on a weighted average of an ensemble of individual clocks. It is convenient

to use a synthesized atomic oscillator in such a system in two ways:

1. to implement a physical output to the "paper time scale", instead of using a phase microstep-

per;

2. if the ensemble is constituted of independent Synthesized Atomic Standards (Rb's or Cs's), it is

possible to steer all the clocks in the ensemble to follow their weighted average, i.e., to follow

the software clock; in this way a very high redundancy of the physical output is provided,

since system time can be taken from any of the Rb or Cs oscillators in the ensemble.

Indeed, this idea is even more appealing when extended to an ensemble of distributed clocks, not

clustered in a single location but widely dispersed at the nodes of a telecommunication network. The

software clock will act as a single master to the whole network, and each clock in the network will be

remotely controlled by it. The frequency and phase of each clock shall be remotely compared at the

higher hierarchy nodes, and the comparison made with a long time constant, to improve the filtering

of the added noise induced by the communications links. The resulting data will be used to generate

the weighted average for the software clock driving the whole ensamble. But more on this subject at

para. 6 .... The concept of "Software clock" with a physical output provided by a Synthesized Atomic

Frequency Standard can be extended to the implementation of time scales related to UTC, such as

TAI or Sidereal Time, where a fixed time or frequency offset may exist between the various time
scales.

5 SPACEBORNE OSCILLATORS: REMOTE CONTROL

The remote control of the most valued characteristics of a frequency standard, frequency and phase,

is especially important in those applications where remoteness adds an additional difficulty to the

synchronization and control problems. Current atomic frequency standards used in space applica-

tions are tuned through C-field control, with all the disadvantages peculiar to this technique, or

via an additional phase microstepper or external synthesizer, which represent a further load to be

carried onboard, and are not immune of pitfalls: "granularity" in frequency control is peculiar to a

phase microstepper, and a basic synthesizer is not capable of the resolution which can be obtained

by placing the synthesis process within the servo loop of the atomic .frequency standard.

Again, the possibility of decoupling the sampling time over which the frequency is measured (usually,

for remote clocks, via a sequence of phase, or time interval, measurements lasting a few hours if not

days) and the capability to precisely contrcfl the oscillator with a different time constant, is the main

advar_tage in this situation. Indeed, the intrinsic stability of the oscillator is much better than the

capability to measure its frequency, due to the noise on the communication channel and the fact that

several effects affecting any synchronization measurement must be removed by post-processing the

data, before a reliable estimate of the frequency and phase of the oscillator can be extracted from

the raw data.

A typical operational scenario involving such a spaceborne synthesized standard may require a few

hours of measurements in order to have a preliminary estimate of its frequency; once this is obtained,

any correction to steer the frequency is only limited by the propagation delays of the telemetry and

command links, since the frequency can be steered at will with the same accuracy of the estimate

of the frequency itself. In comparison, closed-loop operation is less agile, since in a feedback system
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the settling time is determined by the slower component in the loop, in this case by the frequency

estimation process.

6 NETWORK SYNCHRONIZATION: COMMUNICATIONS AND POWER GENERATION

Other ground-based systems require precise frequency and phase control of remote oscillators in the

exceptions noted above. If the oscillators constitute a network, coordination within the network nodes

(each oscillator constitute a node in a generalized timing network) adds a degree of complexity to the

task of generating and distributing a common reference signal. Examples of networks requiring such

a coordination are power generation (electric utilities) and especially telecommunications network.

Electric utilities networks are less demanding: timing must be provided to within a millisecond in

the network. In the recent literature, vector measurements techniques place tighter requirements,

in the order of microseconds, especially for the applications of fault diagnosis and location within the

network (ref. 7).

Telecommunications networks are more demanding (ref. 6); phase noise must be carefully consid-

ered when frequency multiplication is involved. Frequency stability and accuracy requires atomic

standards as primary standards in the network: for Time Division Multiplexing (TDM) Systems, the

CCITT Recommendation GSll demands a frequency accuracy less than 1 - 10 -I1 for the long term (>

1 month) accuracy of the network frequency, and less than 20/_s of maximum Time Interval Error

(TIE) for sampling times between 1000 s and 1 month.

Redundancy can be achieved by multiple oscillators in one location. Frequency and phase (time)

coordination is achieved by use of internal (within the network) synchronization measurements, or by

using external timing references, such as Loran-C or GPS timing receivers. Frequency coordination

is absolute, in the sense that each node within the network must run at the same frequency (if

coordination in relativistic sense is neglected); phase coordination is a more difficult task, since it

involves the relative propagation delays between the nodes; for many applications, this is not a

serious problem.

Moving toward a network in which redundancy is obtained by the use of distributed oscillators at

each node in the network instead of being clustered in local ensembles poses the problem of both

frequency and time coordination at the highest level, since failure in any node should be transparent

to the users at the node and within the network. No frequency change or phase jump shall be

apparent in any point of the network itself. This requires the precise determination not only of the

relative frequency and phase between two oscillators at separate nodes, but of the propagation delay

between them, corrected by any effect, including relativistic ones, that may affect the accuracy of the

determination.

Again, since the measurement time isthe slower component of the system and readjustment of phase

and frequency in the network oscillatorscan be independently performed on each oscillatorfifllowing

any failure or restructuration of the network topology,the capability of precise control of frequency

and phase of the oscillatorsisof the greater importance. The capability to decouple the time requi1_ed

to estimate the frequency and the response time assc_ciatedto the remote control of the oscillatorsis

a tremendous advantage in running such a network, and significantsavings and operational benefits

can be obtained using thisstrategy: instead ofclustering redundant oscillatorsin one location,these
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can be distributed in the network, insuring the same numeric redundancy but better frequency/phase

coordination, provided that is possible to control these parameters with the highest precision.

7 NETWORK SYNCHRONIZATION: TRACKING SUPPORT

Some of the considerations already made can be extended to the use of frequency standards in satellite

tracking networks, with some additional remarks, since accuracy and stability are here important

not only for the communications functions (carrier generation, data modulation and demodulation,

etc.) but also for the accuracy and correlation of the ranging measurements. The most demanding

applications in this field involve precision laser ranging to Earth orbiting satellites for scientific

purposes, the most notable of which is the measurement of small deformations of the Earth crust

due to the relative movements of tectonic plates.

Two problems arise in this application: high stability and accuracy are required over relatively short

time intervals for ranging purposes, while long term stability is needed to generate an accurate local

time scale, tied to UTC: this is used to correlate measurements taken at separate tracking sites (no

cross-station, or interferometric, ranging is possible using optical links, since the pulse is always

reflected back at the transmitting site, and no correlation is possible on the satellite, since this is

generally a passive craft carrying an array of retroreflectors)

To achieve centimeter accuracy in ranging a Rb oscillator performs better than a Cs oscillator in many

applications; however, laser ranging sites have traditionally used Cs clocks to maintain the long

term time accuracy required for range measurements correlation. A disciplined oscillator, based on a

frequency-controllable Rb oscillator tied to a GPS timing receiver, can meet all the above requirements

at a fraction of the cost of a Cs oscillator, and with a considerable reduction of ancillary costs related

to logistics and maintainance. With a synthesized oscillator, it is possible to physically steer the

frequency and time, to track at the station the nominal values without resorting to timing data

post-processing to recover the corrected time of the measurements; this is an additional benefit that

can further reduce the operating costs of such a network.

8 APPLICATIONS IN NAVIGATION SYSTEMS

Some interesting considerations find their application when using frequency standards in navigation

systems, such as GPS. Neglecting any further considerations on the use of frequency standards in

space, already covered befiwe, we will restrict our discussion to the users segment, where additional

benefits can be achieved by the use of frequency control in high stability local oscillators.

Multi-channel receivers are used to reduce the exposure time for selected users, namely submarines,

during the signal acquisition phase. However, the acquisition and signal tracking steps must be per-

fi)med sequentially, to lock the carrier, SPS (Standard Positioning Service) code, extract the naviga-

tion message, lock the PPS (Precision Positioning Service) code and finally per|brm the pseudo-range

measurements. If the PRN code is acquired once, and then continuously updated in the receiver even

when the signal from the satellites is not received, the acquisition and lock time of the receiver can

be dramatically reduced; this requires that the fl'equency of the oscillator driving the local PRN code

generator is stable enough that,_n the time interval between two successive exposures to obtain a fix,

the frequency offset between the satellite and the local oscillators is such not to produce a slippage

of more than 1 cycle, or a few cycles if s_)me limited search technique is applied when reacquiring
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the signal. Since the period of the PPS code is roughly 100 ns, and the time interval between fixes

can be one day, the required accuracy for the oscillator frequency is:

_ = I. Io-_[_] = 1. Io-_
f 1. lO5181

that can be met only by a Cs standard. However, a greater uncertainty is introduced by the position

estimate: current inertial systems can propagate the user position over the same period of time with

an uncertainty ranging from a few hundreds meters to a few kilometers. This is the major error

factor determining the pseudo-range uncertainty at the time at which the signal is reacquired, since

the satellite position can be computed with a better precision by propagating forward the orbital

elements. Therefore, it is likely that a limited search is conducted over at least 10-20 cycles of the

PPS code when reacquiring the signal. Then a standard Rb oscillator can meet the requirements,

provided that some form of frequency control is available to precisely set its frequency to the nominal

value and to correct for frequency drift affects (aging).

A second application arises from more basic considerations: the standard GPS navigation solution

solves for a minimum of 4 variables, i.e., three spatial c(x_rdinates {x,y, z} and time. However, the

two sets of coordinates, space and time, are not quite equivalent in their behaviour:

• time changes with a constant and predictable rate, the accuracy of the prediction being only

a function of the accuracy and stability of the local frequency standard. In contrast,

• space coordinates change in a completely unpredictable way, and the main purpose of the

GPS is indeed to measure spatial coordinates changes.

Frequency stability in the receiver is not a problem, since the standard navigation algorithm uses

the local oscillator only to correlate a minimum of 4 independent measurements, and no stringent

requirements are placed on the local oscillator stability or accuracy, as long as a minimum of 4

satellites are in view. However, if a stable and accurate frequency standard is available, the solution

can be modified to exploit its capabilities; the navigation estimator time constants should be modified,

and the dynamics related to the time solution can be reduced (since the clock is very stable), allowing

a heavier filtering of the time offset estimate_ As a result, the bulk of the information provided by

the pseudoranging measurements contributes to the navigation solution alone.

Taken to the extreme, we are lead to consider two separate solutions running in parallel: one solving

for time, as a function of the current position (as provided by the navigation solution), but with heavy

filtering and a long associated time constant, and the second solving for position only, the time being

available and synchronized to the GPS system time, running with a shorter time constant and using

all the data available to improve the precision of the solution: this implies full decoupling of the

time and position solutions.

The assumption that time and space are separate entities in the GPS solution follows from simple

considerations. The first one is rather puzzling when stated the first time: a GPS timing receiver

needs to account fiJr the length of the cable connecting the receiver to the antenna, while for a GPS

navigation receiver no calibration of the cable is needed, and the coordinates reported are always the

coordinates at which the antenna is located (fig. 2), irrespective of the length of the same cable. This

rather puzzling behaviour arises from the fact that all common delays in the ._jstem (in this case

the common propagation delay ahmg the cable) enter the solution as a clock offset, i.e. the cable

delay appears in the navigation scflution as a clock offset, while for the positioning solution this is a

term that can be simply neglected.
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The fact that considerable benefits can be obtained is apparent by a second example, shown in fig.

4. Here, four GPS satellites are shown at the vertexes of a tetrahedron, equidistant from the user.

This provides the best geometry in terms of GDOP (Geometric Dilution of Precision), but results in

a total uncertainty in the position of the observer. The uncertainty arises, in such a situation, since

any ambiguity in the user position along the axis of the tetrahedron contributes equal delays in the

solution, and is simply accounted by a different clock offset; it is like having a cable from the receiver

to the antenna of variable length, so that the antenna can be moved in any position along the axis;

the coordinates reported will be different and the uncertainty due to the length of the cable will affect

the time estimate only.

If the time offset (user clock minus GPS system time) is known, no ambiguity is possible about the

location of the user, and from a total uncertainty regarding the user position we move to a situation in

which the best possible geometry is exploited to obtain a very good position fix. The situation depicted

is extreme in its geometry and consequences for the navigation process; a moving user entering such

a situation is aided by its previous estimates of time offset and position to bound the ambiguity to

within the error of the previous estimate; nevertheless, the example is striking in the sense that

shows what the implications of a synchronized clock are when performing precise navigation. The

challenge is therefore to investigate the new possibilities offered by decoupling the time solution from

the spatial solution, since:

* the local oscillator is stable, and stability means that we can characterize its behaviour over a

longer time constant that is required, for all practical purposes, by the navigation solution; this

provides, a better estimate for the time solution and, in turn, a better positioning solution;

• if only three coordinates are to be solved instead of four, marginal geometries can still provide

a good solution, since more satellites contribute to the position fix;

• during high-dynamics manoeuvers (such as an aircraft banking rapidly) or shadowing conditions

(when one or more satellites are not visible) the "normal" operating conditions can be maintained

with a greater margin than that offered by a "conventional" processing receiver.

A possible mechanization is shown in fig. 4, in which the local frequency standard is physically

kept in-frequency and synchronized by a solution derived by a "virtual" timing receiver. For high

accuracy, this timing processor tracks only the best satellite available, with long time constant and

high accuracy, while the current receiver coordinates are provided at a faster rate by the position

processor. The latter solves for the spatial coordinates only, by using all the satellites available;

the time information is obtained directly from the local clock, synchronized to the GPS Time, so

that actual range measurements are perfi_rmed instead of the pseudo-ranges (biased by the time

error). This situation can provide savings also in the implementation of the navigation algorithm.

Obviously, the system is initialized by a "classical" GPS solution (position plus time) and the two

estimation processes split only when the estimation errors of the combined solution are reduced to
within reasonable limits.

9 MILITARY TELECOMMUNICATIONS APPLICATIONS

Military telecommunications systems require precise frequency and time for the very same reasons

of civilian telecommunications systems; however, security requirements and data protection place

additional constraints on the specifications of reference oscillators in the network. Some communi-

cation security (COMSEC) requirements dictate the use of long keys to insure maximum protection

of access and information decoding; when keys have a length such that they do not repeat for the
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expected lifetime of the system, a "one-time pad" operation results, and no cryptana]ytic attack is

reputed possible with pure mathematical means without resorting to external intelligence.

"One-time pad" keys, when applied to sofia] data streams, require precise synchronization of the

key generators at both sides, and synchronization can be achieved only after entering the system.

This means that it is up to the reference oscillator to maintain the code synchronization when no

communication is performed between the two COMSEC terminals. The better the stability and the

frequency coordination of the oscillators, the longer the time interval that can be spent without ac-

cessing the system, and this is especially important for covert operations, where minimum exposure

is required, as is the case of communications to strategic nuclear submarines. Besides communica-

tions, the same access and data protection technique is applied to remote control of vital military

satellites, since also the command uplinks must be protected against unauthorized access, in addi-

tion to jamming and spoofing. Again, the capability to precisely control the frequency and phase

of the reference oscillators can increase the protection or lengthen the time interval between resyn-

chronizations, minimizing the exposure and providing additional benefits without the penalty of a

sizable increase in costs and hardware complexity.
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FIGURE 2:GPS System - Non-reciprocity of Antenna Cable Delay
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J

QUESTIONS AND ANSWERS

B. Alam, NILAD: I have a general question regarding the three above papers. In those we were
aiding an oscillator from GPS time. Has anyone considered the opposite problem of aiding a
GPS receiver with an oscillator or with a frequency standard for direct wide acquisitions for
high dynamic platforms. Not only cesium standards but to minimize the size for high dynamic
aircraft, for example.

Dr. W'mkler, USNO: Yes, in fact several groups have considered that but not merely from that
point of view. In the interest of gains of autonomous integrity detection capability by providing
additional parameters to the receiver. Not only time as averaged and predicted over periods
of 100 or a 1000 seconds which is sufficient but also shows them inertial information. Any
parameter which aids the receiver allows you to reduce the dynamic problem to a stationary
one, where you can integrate over a longer time constant. The inertial and timing information
to the receiver allows you predict in a short time where you are, even if in a very high dynamic
environment. You can then reduce the averaging to a stationary problem.

Question: Besides considering the repetition of the P code for example. If you have lost a
satellite because of shading or something, what parameters would one need to consider when
specifying an oscillator or a rubidium standard keeping in mind a small size for aiding your
receiver? What would be the parameters, I am not sure?

G. W'mkler: It is efficient for stability of that oscillator to be very good to the one part in ten
to the eleventh over periods of 100 to a 1000 seconds.

E. De Toma, FIAT CIEI: There are some other advantages that you may consider from a
solution like these. If really all the common mode effects are going into only the timing
solution, you can consider also the situation in which you have propagation effects. In the first
order tropospheric propagation is
wide the atmospheric propagation
affects, if not properly accounted
timing process. Again if you add

common to all the satellites. If the conditions are not too
is the first order common to all the satellites. Now these

for will contribute to the full solution and mainly to the
a longer time the position accuracy also will be degraded.

Now if you use this approach you track for time, only the satellites by which these affects are
less evident like the one that is directly overhead. So you try to minimize what are the system
errors from the timing solution. Then if it is true that all the timing of the common mode
effects, just going into time and not the range, you should have a better solution for positioning
the satellites which do not have a very high elevation angle. In this case the common mode
propagation will not enter into the solution. At least for tropospheric this is certainly true but
for atmospheric you have to be more careful because within the time and length of the path
and the condition of the propagation.

G. W'mkler. I would like to add to that one more point you are absolutely correct. If you
compare the situation today with the situation 10 years ago, today it is very much easier to
have 8 or even 9 channel receivers because an additional channel is not as expensive as it use
to be. By having all the satellites in view at all times for a receiver you not only approve your
aim capability, but you also have a system solution which identifies other problems. It is much
stronger and much more robust, reliable and it has in fact the capability of giving an internal
figure of merit, as if you only use a minimum number of satellites.

E. Detoma: Yes, but remember at this point the position processor solves for real ranges. So
you may also have some simplification of the algorithm because it is no longer a completely
nonlinear solution that you have to iterate.

198



N94-10980

CAFS--A CESIUM ATOMIC FREQUENCY

STANDARD FOR GPS BLOCK IIR

Jeffry A. Wisnia

Kernco, Inc.

Danvers, Massachusetts

Abstract

Kzrnco, Inc. was selected to design the Cesium Atomic Frequency Standards (CAFS) for the
GPS Block IIR NAVSTAR satellites. These spacecraft are scheduled to be launched in the mid-

1990s to replenish and upgrade the existing constellation of Global Positioning System satellites.
The Block IIR CAFS output frequency is 13.4003378 MHz, the 686th submultipl_ of the cesium
atomic resonance frequency. Using an integer submultiple simplifies the design of the atomic
frequency standard's rf multiplier circuits, eliminating the secondary frequency synthesizer needed
in previous designs.

This paper describes the GPS Block IIR CAFS design, particularly the improvements made on
our earUer Block H design. Test results are included.

INTRODUCTION

The GPS NAVSTAR Block IIR satellites will replenish and work with the Block II satellites.

Cesium atomic frequency standards will provide highly stable timing references for the satellite
navigation system.

Kernco was a second source cesium clock supplier to the current generation of Rockwell built Block

II satellites. The first of these satellites carrying a Kernco cesium standard is scheduled for launch

in December 1992. The Block II design served as a baseline for the current CAFS unit.

General Electric Astro Space Division is the prime USAF contractor for the Block IIR satellites and

the ITT Aerospace/CommunicatiorLs Division is the subcontractor for the GPS navigation system.

Kernco is the designer of the cesium atomic frequency standards (CAFS) for this program.

Two complete prototype CAFS have been built and subjected to many qualification level tests,

including Flash X-ray test on both units. The full spectrum of qualification tests will be run on a
production unit.

TECHNICAL REQUIREMENTS

The key performance and environmental/survivability requirements are summarized in Table 1.
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TABLE 1 -- FUNCTIONAL REQUIREMENTS

GPS BLOCK IIR CESIUM ATOMIC FREQUENCY STANDARD (CAFS)

ITEM SPECIFICATION VALUE

Frequency

Frequency Offset

Frequency Drift

Frequency Repeatability

Temperature Stability

User Output

Phase Noise (maximums)

Harmonic Output

Input Power (maximums)

Size

Weight
Life

Reliability

Survivability

13.4003378571 MHz

-0, +1 x 10 -9 df/f

5 × 10 -14 df/f per day (after 30 days)

Less than 5 × 10-12 df/f

Less than 2E-13 per degree C (0 to 256oC)

50 ohms, +18 dBm +/- 1.5 dB

L(1 Hz): -85 dBc/Hz

L(1 kHz): -90 dBc/Hz
-50 dBc maximum

28vdc; 26 watts maximum operating

50 watts maximum warmup (1 hr.)

16.5 x 5.25 x 4.75 inches

17 lbs. (without radiation shielding)

7.5 years

0.755 for 7.5 years (minimum)

4- 10 nanoseconds (max prompt error)

-10 dB max prompt output level change

2.6 meters (maximum 24 hour URE)

36.3 meters (maximum 14 day URE)

SOURCE: ITT A/CD Specification 30072-134L

Orbital stability requirements for the CAFS are shown by the "spec line" in Figure 1. The Figure

also shows the frequency stability performance achieved on one of the prototype units.

CHANGES AND IMPROVEMENTS

Reduced Size, Weight and Power (See Figure 2) Denser electronic packaging resulted in

reducing the size of the Block IIR CAFS by 35%. Reducing the size of mechanical structures
lowered the unit's base weight to 17 pounds from the previous Block II weight of 26 pounds.

Adding 4 pounds of nuclear radiation shielding brings the total flight weight to 21 pounds. Power

consumption was reduced 14% to less than 23 watts.

Automatic Start-up Cold turn-on of the previous (Block II) cesium atomic frequency standards

needed ground control uploading of a tuning voltage word to set the unit's VCXO frequency. This

initial tuning was needed so that the cesium beam excitation frequency, derived from the VCXO

by a combination of multiplication and frequency synthesis, was within 500 Hz of cesium resonance

(9.192667... GHz). A preset tuning voltage could not accomplish this because orbital aging and

radiation effects during the 7.5 year mission life could cause the VCXO to drift as much as 2 Hz

from its initial ground value.

Since the Block IIR satellites provide no control signals to the CAFS beyond turning on 28 Volt

spacecraft power, the CAFS has an automatic system to obtain the proper initial setting for the
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VCXO control voltage, and automatically achieves cesium locked operation about 20 minutes after

power is applied. Frequency is within 1 × 10 TM df/f of final value one hour after a cold turn-on.

BLOCK DIAGRAM

A block diagram of the CAFS is shown in Figure 3. The circuitry follows traditional cesium stan-

dard design, using 102 Hz square wave frequency modulation of the 9.192 GHz cesium excitation

to sense frequency error.

An analog/digital servo system processes the cesium beam tube's output signal to lock the VCXO

to the cesium resonance. The servos loop time constant is 13 seconds, allowing the VCXOs short

time performance to dominate the frequency stability profile for averaging times below about 50
seconds.

User output at 13.4 MHz is derived from a 6.7 MHz VCXO after frequency doubling and buffering.

The VCXO frequency is multiplied directly to produce the 9.192 GHz cesium excitation frequency.

The cesium beam physics package is supported by a cesium oven controller, C-field source, hot

wire ionizer current supply, electron multiplier power supply, and an integral ion pump/power

supply.

Two telemetry outputs to the satellite's navigation system are derived from the servo system.

These are a loop lock status monitor and a linear level monitor of second harmonic modulation

(204 Hz) present at the output of the beam signal preamplifier. Signals from two temperature

sensing thermistors attached to the bottom of the CAFS are also provided to telemetry.

PHYSICS PACKAGE

The cesium beam tube employs single beam dipole deflection optics. Minor outline changes were

made to the long-lived design which had been used in the Kernco Block II cesium units. Some

electrical feedthroughs were relocated on the tube shell to optimize lead lengths. Sufficient cesium

charge and graphite gettering capacity insures an operating life of at lea.st 20 years. Three units

on Acclerated Life tests since 1983 confirm lifetimes in excess of the nominal twenty (20) years.

ELECTRONICS

VCXO

The VCXO uses a 6.7 MHz fifth overtone AT cut swept synthetic quartz resonator in a modified

Clapp oscillator circuit. The VCXO is thermally insulated and ovenized, servoed to a fixed tem-

perature near 85 °C. The specific operating temperature of each oscillator is factory set to the zero

slope inflection point of its df/dt characteristic.

User RF Output Circuit

The 13.4 MHz user output, a 50 ohm source at +18 dBm, is provided by a push-push doubler

and a power amplifier. This part of the CAFS circuitry also supplies buffered 13.4 MHz to the rf
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multiplier as well as 6.7 MHz to the servo section; for clocking digital circuits.

RF Multiplier

Square wave FM modulation at 102 Hz produces a servo error signal when the 9 GHz cesium

excitation is not precisely at cesium resonance. Modulation takes place at 13.4 MHz in a linear

phase modulator driven by a precise triangular waveform.

The 9192.667 GHz cesium excitation frequency is the 686th multiple of the VCXO output. Mul-

tiplication is achieved with 36X integer multiplication using doublers and triplers, followed by a

step recovery diode harmonic generator. The multiplication factors used are:

13.4003...MHz x ((2 x 3 x 3 x 2 x 19) +2) = 9192.6... MHz.

Where the final addition of (2 x 13.4003...) is accomplished by mixing action in the SRD multiplier.

The upper sideboard of the 19th harmonic is selected by a high-Q cavity filter tuned to the cesium

resonance frequency.

Beam Tube Support Systems

The cesium beam tube needs several power sources to support its operation:

• Cesium oven heater supply (temperature controlled)

• C-field current source

• Hot-wire ionizer currer_t supply

• Mass spectrometer accelerating voltage

• Electron multiplier voltage supply

• Ion pump high voltage supply

The function of these supplies is traditional in cesium atomic clocks and will not be discussed in

detail here.

Servo Circuits

This is the most complex portion of the CAFS' electronics, containing analog and digital circuits

which together control a tuning voltage to keep the VCXO frequency locked to cesium resonance.

The servo section also provides several secondary functions including generating the lock indicator

and second harmonic level telemetry output signals.

Automatic Starting System (Autostart)

The automatic start-up establishes an initial value in the digital storage register controlling the

"coarse" VCXO tuning voltage. After cesium lock is established, this digital register (a 10 bit

up-down counter) is incremented or decremented by the servo system to offset VCXO drift.

The cesium oven heater control system is used as a "timer" to initiate the autostart sequence.

Autostart begins when the cesium oven regulator comes out of saturation and begins linear tem-
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perature control. This occurs about 20 minutes after power is applied to a "cold" CAFS. The

VCXO's warm-up is fast enough so that cesium locked frequency is within its tuning range by the

time the oven heater circuit comes out of saturation.

The Autostart operates by turning off modulation, zeroing the digital counter/storage register,

and clocking 1024 "up" pulses into this register. This sweeps the VCXO through its full tuning

range. The maximum value of the cesium beam current signal occuring during the sweep is stored

in an analog peak holding circuit. (Maximum beam current occurs when the multiplied VCXO

frequency hits the central peak of the field independent transition Ramsey response.) The VCXO

is swept a second time and stopped by a comparator circuit when the beam current signal reaches

95% of the stored value. This leaves the digital storage register very close to its cesium locked

value. Modulation is switched on, and the servo loop begins steering the VCXO.

Power Supplies

The CAFS runs on 28 vdc spacecraft power and draws 22.5 watts at a temperature of 256oC in

vacuum. Power consumption during warm-up is less than 50 watts.

The power supply system uses a single ended flyback switching supply which isolates the CAFS

from the input power source. This supply feeds three linear regulators to produce tile +15v, -15v

and +5v buses which power most of the circuits. The main switching supply also provides power to

several secondary supplies with specialized requirements. Examples of these are the 2 kv regulated

electron multiplier voltage supply and the hot wire ionizer supply, a downconverting switching

supply which sources 2.5 amps to a low impedance (1/3 ohm) load. All power supplies in the
CAFS are short circuit tolerant.

Input power filters provide EMI filtering and protect the CAFS power supply from surges and
transients.

MECHANICAL DESIGN

Figure 4 shows the CAFS with its outer cover removed.

The cesium beam tube is the largest and heaviest assembly in the CAFS. It measures 13-3/4 x 3 x

3 inches and weighs 9 pounds. The packaging approach placed the electronics against the bottom
and sides of the beam tube, so that all beam tube support circuits are close to their respective

interfaces with the tube.

Figure 5 is an exploded view identifying the major assemblies. The Base Plate is a machined

aluminum part providing the thermal interface with the spacecraft. This assembly contains the

main power supply, the input power filter, and the power and telemetry connector filter boxes.

The 6.7 MHz VCXO mounts to this assembly.

The Tube Support is a compartmented machined aluminum part housing the rf chain, the _ser

rf output circuits, and the beam tube electron multiplier high voltage power supply. Circuit

compartments are fitted with tight covers to prevent rf leakage. The cesium beam tube is rigidly

attached to the top of the unit through its central mounting foot.
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Printed circuit assemblies containing the servo circuits, cesium oven heater control, and the ionizer

power supply are mounted on both sides of the cesium beam tube. Mounting pads on the cesium

beam tube shell support these assemblies. The beam tube's ion pump high voltage power supply

is mounted in end of the tube, immediately adjacent to the ion pump. All high voltage leads are

completely potted to insure _orona-free operation.

End panels and covers complete the mechanical assembly and provide additional support and

radiation shielding for the printed circuit assemblies mounted on the sides of the cesium beam
tube.

RELIABILITY

The CAFS was required to have a 7.5 year mission life, and up to 3 years of pre-launch operation.

The predicted MTBF of the CAFS is 601,754 hours, giving a reliability of 0.89657 for the mission

life. Several atomic frequency standards are carried on each Block IIR satellite, and can be switched

in or out of service by ground commands or on-board computer control.

RADIATION CONSIDERATIONS

A new radiation effects analysis was required because of the tightened autonomous URE specifica-

tions. The CAFS circuit designs have been subjected to scrutiny by GE and Jaycor. The critical

output circuits were subjected to numerous transient radiation tests at the GE flash X-Ray facility

during their development. Both CAFS prototypes were also tested at GE. These analysis and tests

have established the shielding and parts screening requirements which enable the CAFS to satisfy

the specified radiation requirements.

PERFORMANCE DATA

Stability

Figure 6 shows the SSB phase noise of the CAFS. This plot shows performance well below the

spec line with the exception of a power line (60 Hz) spur resulting from imperfect shielding of the

measuring setup.

Frequency stability, measured usingan HP 5061-004 cesium standard as a reference is shown in

Figure 1. Further long-term measurements against a hydrogen maser are anticipated now that

developmental performance tests have been completed.

Temperature Stability

The average temperature coefficient of the prototype model measured over 0 to 35°C was less than

1 × 10 -13 df/f per degree.

Magnetic Field Sensitivity

The CAFS was subjected to a 3-axis magnetic field sensitivity test, using applied fields of plus

and minus two gauss in each axis. A deviation of 7.25 × 10 -13 df/f per gauss was measured in the
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most sensitive axis.

FUTURE P OSSIBILITIES

The Block IIR CAFS design has wrung most of what is available from traditional "unintelligent"

cesium atomic standard architecture. We expect that future Kernco Satellite clocks will use mi-

croprocessor controlled self-checking techniques to compensate and correct for environmental and

aging effects. This technology, now demonstrated in ground-based cesium standards, is the next

logical step to achieve further performance improvements in spacecraft clocks.
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Abstract

The operation of new improved frequency standards based on new ultra-high-resolution fre-
quency discriminators requires high stability local, or "flywheel" osciUators. We review the spectral
density of phase fluctuations of existing flywheel oscillators and the related time domain frequency
stability of new and proposed cryogenically cooled oscillators suitable for thb application. Presently
used devices include the quartz crystal osciU_tor, the room-temperature actively oscillating atomic
hydrogen (H) maser and the superconducting maser oscillator. Future devices include the cryogenic
H-maser and other cryogenic devices using resonators of superconducting metal or solid crystalline

sapphire. The relation of the phase spectral density of these devices to the characteristics of pre_ent
and proposed frequency discriminators based on trapped cooled ions and cold atoms b discussed
in terms oJ their operation as frequency standards.

1. INTRODUCTION

The advent of several new concepts for frequency standards based on ultra-high resolution fre-

quency discriminators operating at centimeter, millimeter and even optical wavelengths, has refo-

cused attention on local or "flywheel" oscillators needed to generate the signals to be controlled

by the discriminator. These signals must have sufficiently narrow frequency spectra compared to

the linewidth of the discriminator and adequate frequency stability to stay within the discrimi-

nator resonance between interrogations. An important additional requirement of these oscillators

is that during the time intervals for a discriminator's frequency interrogation process (including

the operational dead-time for quantum state preparation), the phase of the oscillator must not be

allowed to drift. Because such phase drifts are cumulative in time, they can seriously compromise

the overall long term frequency stability of the frequency standard. [1] Consideration must also be

taken to a_sure that the interrogation process itself causes no appreciable frequency distortion in
the discriminator.

New trapped ion [2,a] and cesium fountain [4,5] frequency discriminators enjoy a very high level

of immunity from systematic frequency perturbations for very long time intervals (t > 106 s).
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This immunity results from the effective isolation of the atoms or ions from each other and from

external perturbations. However, one of the consequences of such isolation to minimize inter-

particle collisions is that relatively low densities of particles must be used, resulting in relatively

low rates of radiative quantum transitions compared to more conventional devices. This concept

has even been extended to the use of a single ion as an optical frequency standard. [2'6] The

resulting low signal-to-noise ratio in the frequency discrimination process requires correspondingly

longer averaging intervals and puts a premium on the long term frequency stability of the flywheel
oscillator.

In general, the frequency stability of an oscillator over very short time intervals (< 1 second)

is dominated by thermal noise causing white-phase noise in the output signal. In frequency

discriminators the fundamental stability limitation is imposed by stochastic processes, such as

shot noise in the detection of an ionized beam of atoms, and the equivalent statistical behavior

of photon detectors in optical systems. These processes cause white frequency noise. As in all

frequency standards, systematic frequency shifting processes invariably dominate for very long

time intervals, but the expectation is that the new discriminators can lengthen the interval before

such systematic effects become significant.

Combinations of a number of these systematic processes (including sporadic frequency shifts), will

appear in measurements of the Allan deviation, a_(_-), and these are often represented as a flicker-

noise frequency modulation (FM) , ay(r) = a_l_ -° and a random walk FM, ay(_') = a_2rU2, where

ai is related to a component, hi, of a power-law spectral density model [7'8'9] of fractional frequency

fluctuations, given as:

Sv(f) = h-2f -2 + h-if -1 + hof ° + hlf + h2f 2. (1)

Here f is the Fourier frequency and y = AI//1_o, where Vo is the signal frequency. The units for

Sy(f) are Hz -1.

The spectral density of normalized phase (time-interval) fluctuations, Sx(f), is related to Sy(f)

by
1

S_(f)- (27rf_Sv(f),_ (2)

where z represents/Xf/27rVo. Sz(f) is in units of s 2. Hz -1 and is related to S¢, the spectral density

of phase fluctuations of a signal at frequency vo, by S:_(f) = S$(f)/(27rvo) 2. (S¢(f) has units of

(radians/s)2

In this spectral representation, h0, hi, and h2 characterize white frequency noise, flicker of phase

noise, and white phase noise, respectively. Of these, h0 and h2 are easily related to stochastic

processes and thermal noise. While there is scant rationalization for the physical origins of the

h-2, h-l, and hi terms, they are nonetheless useful to represent the Fourier components of observed

frequency or phase fluctuations.

The frequency controlling characteristics of frequency discriminators can be described in terms of a

predicted Allan deviation or in terms of the equivalent spectra Sy(f) or S_(f), calculated from the

signal-to-noise ratio and linewidth of the frequency discriminator. It is important to understand
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that the realization of these spectra in an operating piece of hardware, as manifested in an

output signal, will depend both on the interrogation technique and on the limitations imposed by

the flywheel oscillator that is controlled by the discriminator.

While it is conventional to describe the frequency stability of frequency locked systems by the

Allan deviation in the time domain, ay(T), a better insight into the interactions between flywheel

oscillators and frequency discriminators is given by an analysis of the spectral domain of phase

(or frequency) fluctuations. In this paper we adopt Sz(f), the spectral density of normalized

phase fluctuations, to describe the relationships between frequency discriminators and flywheel
oscillators.

2. PRESENT STATUS OF OSCILLATORS USED TO OPER-

ATE FREQUENCY DISCRIMINATORS

Figure 1 shows Sx(f) for commercially available cesium standards, the experimental mercury ion

standards at the United States Naval Observatory (USNO)[ 10], a linear ion trap operated from a

superconducting maser oscillator [3,6], a room temperature active H-maser [11], and typical 100 MHz

commercial crystal oscillators represented by a band of data. Figure 2 shows the corresponding

a_(t) for these devices.

The quartz crystal_controlled oscillator continues to be the workhorse flywheel oscillator for nearly

all frequency standards and clocks in use to date. Sx(f) for 100 MHz voltage-controlled_:rystal-

oscillators (VCXOs) is shown in Figure 1 over the range of 10-1 to 100 Hz. The f-3 slope of

Sz (f) over these Fourier frequencies indicates a flicker-of-frequency behavior characterized by h-1

in Equation 1. At about 10 Hz the VCXO spectra are intersected by the white-phase-noise part

of the H-maser spectrum, which steepens to an f-2 behavior at lower Fourier frequencies down

to about 10 -3 Hz. This corresponds to white-frequency noise (h0) in S_(f), the spectral density

of H-maser fractional frequency fluctuations. At still lower frequencies f-3 and f-4 behaviors are

seen in the H-maser Sx(f) spectrum shown in Figure 1. The corresponding behaviors in S_(f) are

flickers)f-frequency noise (h_ 1) and random-walk,)f-frequency (h-2), respectively.

Figure 3 shows a typical phase-lock loop for controlling a VCXO by a low power oscillator (e.g.

an H-maser). Such a set-up has good phase stability both at high Fourier frequencies, due to the

VCXO, and at low Fourier frequencies, due to the H-maser. In this figure the filter function g(f)

represents the loop filter characteristics. Here we see how a 100 MHz crystal oscillator, having a

flicker of frequency noise spectrum S_(f) = hlf -1, corresponding to a normalized flicker-of-phase

spectral-density Sz(f) = h-lf3/(27r) 2, can be phase-locked to a room temperature H-maser. To

obtain an optimum spectrum, the phase-lock band width should be about 10 Hz, where the white

phase noise of the H-maser, at a level 10 log S_(f) = -268, intercepts the flicker-of-phase noise

of the VCXO. The design of such phase-lock servo systems is discussed in detail by Vanier and
Audoin[12].
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3. FREQUENCY LOCK SERVO SYSTEMS

Figure 4 shows a system for frequency-locking an oscillator to a frequency discriminator. Implicit

in this process are the requirements that the spectral linewidth of the oscillator's frequency should

be narrower than the linewidth of the discriminator, and that the signal from the flywheel oscillator

signal should be frequency-modulated to develop an output signal related to the line profile of the

discriminator. This signal is then sent to a phase_sensitive detector to control the frequency of the

flywheel oscillator, or that of a signal frequency synthesized from that oscillator. The connection

between the frequency discriminator and the flywheel is usually made by a second-order servo loop

and is depicted by a line with f-4 slope in Figure 1 for the H-maser operating the mercury (Hg) ion

device. Both the Hg ion trap [1°] and the linear ion trap [a] operate their frequency discriminators

with a microprocessor. This technique is far more flexible than analog methods for performing

complicated routines and permits operation with very long integration times. The goal of such

frequency lock servos is to provide an optimum overall connection between the spectrum of the

flywheel and the frequency discriminator. Reference 12 discusses the properties of second-order

frequency lock servos in detail.

4. APPLICATION OF PRESENT AND FUTURE CRYOGENIC

OSCILLATORS AS FLYWHEELS

Operation at low temperatures appears to offer the best prospect to provide flywheel oscillators

of sufficient spectral purity and long term stability for use with ultra-high resolution frequency

discriminators [2-6l as improved frequency standards.

Low temperature provides improved dimensional stability to materials and tends to freeze out

dissipation mechanisms that diminish Q. To obtain levels of frequency stability at the 10 -15 level

from oscillators controlled by microwave resonators, their physical dimensions must be maintained

to within fractional dimensions of the same order, smaller than those of atomic nuclei! Under these

conditions, variations in power stored in high-Q hollow superconducting metal resonators can

produce stress changes and surface heating that affect the dimensions of such resonators. Hollow

resonators with Qs of 1011 have been developed and operated in oscillators with frequency stability
in the low 10 -16 levels [la'la] for r ._ 10 s. To reduce the effects of mechanical strain from variations

in the radiation pressure caused by the energy confined in hollow resonators, scientists in the former

Soviet Union have tried sapphire crystal resonators with superconducting coatin_ [15'16]. To avoid

the need for conductive coatings, ring-shaped sapphire resonators have been developed where the

microwave energy is confined by internal reflection from the dielectric boundary in a so--called

'_hispering gallery" mode. Recent results using this technique show considerable promise [17].

Figure 5 shows the calculated S_:(f) spectrum based on passive Q measurement of a whispering

gallery sapphire resonator operated as an oscillator.

The fundamental thermal limit to the frequency stability of a classical, self excited oscillator is

Au 1 4f kT
fly(t) v--:= (3/

where k is Boltzmann's constant, T is temperature in Kelvins, P is the power driving the oscillation,
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and Q represents the inverse of all dissipative processes [18]. The fundamental quantum limit (ql)

to frequency fluctuations under conditions where thermal energy, kT, is smaller than huo/2 is [19]

= --: = Q V4P (4)

where h is Planck's constant.

At first sight, it would appear that, by raising the power, the limits on frequency stability given

by Eqns. (3) and (4) can be arbitrarily improved. However, there are quantum fluctuations in
the radiation pressure in the cavity resonator that increase as p1/2 These fluctuations cause

dimensional changes in the resonator, and hence frequency fluctuations. For the best cryogenic

oscillators, with Q _ 1011 at 10 GHz and operating at an optimum power, and taking into account

the mechanical properties of available materials to cope with the quantum fluctuations in the

radiation pressure in the cavity, the quantum limit can be as low as [16]

= 2 × (5)

This may not be the final limit on frequency stability, as there are "squeezed state" stroboscopic

and quadrature-amplitude measurement techniques that may allow traditional quantum limits to

be surpassed; these techniques have been extensively studied by theorists in the former Soviet
Union[2°].

The combination of a superconducting cavity stabilized maser oscillator (SCMO) with a linear

ion trap has been successfully demonstrated at JPL [21,22]. The measured performance of the

SCMO is displayed in Figure (I), showing its white phase noise with a signal level given by

I0 log Sx(f) = -276, and its flicker of frequency noise characterized by f-3 behavior between

0.3 Hz and 0.003 Hz. The connection of the SCMO to the linear ion trap at about 0.03 Hz was

closed by a "loop in software" using a computer-operated frequency lock servo.

In contrast to oscillators that depend on physical dimensions for determining their output fre-

quency, the cryogenic H-maser [23,24,25] offers considerable immunity from effects related to physi-

cal dimensions. Figure 5 shows S_(f) for estimates of performance based on the present design of
the SAO cryogenic H-maser [26]. Here the limiting line Q is taken as 4.5 × 10I°, the storage volume,

I_, is 213 cm 3, and the operating temperature T = 0.52 K. The resulting fundamental limit on

stability is given by [27]

/ 327r kTasev _ 1/2 10- lT.r- 1/2
=Vh(2 'Jo)3 = 8.31× (6)

where abe is the spin-exchange cross section and v is the relative thermal velocity for H-H atomic

collisions at 0.52 K. It is interesting to compare this limit with the quantum limit for this oscillator,

as defined in equation (4) with the replacement of kT by hvo/2:

a_l(v) = 3.03 x 10-17r -1/2. (7)

This is well below the limit given in Equation (6).
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The output frequency of the cryogenic H-maser is subject to temperature-variable frequency

shifts due to H-atom collisions with the superfluid liquid helium wall surface coating and with the

helium vapor within the confining maser vessel. The frequency sensitivity to temperature can be

minimized by operating at a temperature near 0.52 K, where raising the temperature increases

the vapor collision shift and lowering the temperature increases the wall surface effect. Operating

at this minimum point, the maser's output frequency is a quadratic function of temperature. To

achieve frequency stability at levels about 10 -18, temperature stability of a few micro-Kelvins

is required; such temperature control is feasible at these low temperatures. There also exists a

possible limitation to the stability of the maser that depends on the time of storage of the oscillating
atoms [28] and is therefore related to the dimensions of the confining vessel and its collimator. These

effects are an important aspect of our present SAO research on the cryogenic H-maser.

Figure 6 shows the projected Allan deviation of new frequency standards based on some of the new

ultra-high resolution frequency discriminators discussed in the present paper. It is clear that many

precautions must be observed in order to make use of the capability of these new discriminators
and to realize standards in the 10 -18 domain of frequency stability [29]. In addition to the use

of appropriate flywheel oscillators, these precautions will likely require new types of technology

related to signal transmission and signal processing. Assuming that the projected performance

is realized, the new frequency standards will have substantially improved accuracy and stability

relative to existing devices.

5. CONCLUSION

Progress continues in the development of flywheel oscillators for use with new ultra-high resolution

frequency discriminators. Use of cryogenic techniques is becoming commonplace and should not
be considered as a serious roadblock in the operation of such oscillators, even in future spaceborne

applications.
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QUESTIONS AND ANSWERS

D. Allan, Allan Time: Two Comments. Some work at NIST would indicate that some
breakthrough potentials for rubidium short term rubidium performance that's quite exciting,
short term stabilities in the parts of 10-14 at a few seconds. On your long term stability

performance, it seems that the linear ion trap p.otential which was not shown on the one curve
for future stability prospects seems very promising as well. The one second stability on it is

like 3 parts in 101s/r -1/2, so that might be included as well.

E. Mattison, SAO: I will certainly do that for the paper. I can get more up to date information.

Question: I would be interested in knowing your source for these trapped ion stabilities

because I have been trying to find information on that and they seem to be very scarce and it
seems to be word of mouth.

E. Mattison: No, that is John Dick at JPL.

Question: People at APL are involved in the work but they are not willing to sort of venture
any stability numbers at all. I was just wondering if there was some sort of disagreement
between the two scientists.

E. Mattison: All I know is what I got in the paper from John Dick.

D. Stowers, JPL: I have a general question and it is open to anybody in terms of whose giving
thought to distribution of these signals. How are we going to get such stabilities to a user? I
guess I do not need an answer, but I am sort of concerned about that in the future.

E. Mattison: I suppose an additional question is not only who is going to get it to the user
but which user is going to need it. Well one of them is sitting right here, but of course it

depends upon the time scale you are talking about.

L. Cutler, Hewlett Packard: JPL is also very interested in this area and I wonder if Dick

Sydnor might comment on it or someone else from JPL.

R. Sydnor, JPL: Yes, we see future requirements for this sort of level and of course as you
will see in some future papers here we are working on distn"oution systems that will work at
that level and better.

E. Mattison." That being what Dick? You said that level but what level are you referring to?

R. Sydnor: 10 -17 or thereabouts.

L. Cutler. I have a question or comment. You did not mention the noise of the second
harmonic of the modulation frequency as a contributor to the long term performance of the

passive resonator. That noise when heterodyned down is indistinguishable from the noise of
the resonator itself and does cause a problem. So that is an additional reason why oscillators

have to be very good.
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Abstract

We have been developing a prototype Cold Hydrogen Muser(CHM) for the past year. The

novel features of this CHM, which b designed to operate initially at 4.2 K, are the use of low

loss alumina, and later sapphire, in the fabrication of the microwave cavity; possible use of

superconductors for shielding; use of a cryogenic amplifier; possible novel coating material; and

a reliable rf discharge circuit for the dissociation of hydrogen. A numerical simulation has been

performed to find the dimensions of the microwave cavity for the TEOll mode and the model was

confirmed experimentally. The system will be used to test various wall coatings adsorbed on top of

a PTFE buffer underiayer.

The CHM is expected to be used us a flywheel frequcncy standard at the NPL with medium-term

stability of one part in 10 TM or better.

INTRODUCTION

Following its initial discovery in 1960 by Goldenberg, Kleppner and Ramsey [1] the hydrogen

maser quickly established itself as the most stable of all atomic frequency standards for short

and intermediate times, with stabilities of a part in 1015 for measuring times between 103 to 105

seconds. The high stability of the atomic hydrogen maser is due to the following:

(i) the atoms remain in the storage volume for about 1 sec, which is much longer than the storage

time in an atomic beam apparatus, so the resonant line is narrower;

(ii) the atoms are stored at low pressure so they are relatively free and unperturbed while radi-

ating;

(iii) the first order Doppler shift is removed because the atoms are exposed to a standing wave

and the average velocity is very low for atoms stored for 1 sec;

(iv) the maser noise level is very low when the amplifying elements are isolated atoms.

221



Cooling the hydrogen maser down to 4K can potentially lead to 3 orders of magnitude improvement

in its frequency stability. This is obtained firstly, through an increase in the storage time of the

atoms; secondly, by a substantial reduction in the spin exchange collision cross section, which limits

the line Q and the power radiated in conventional masers; thirdly, by the use of more uniform and

stable storage surfaces which give reproducible wall shifts; and finally; by the improved noise

performance of cryogenic rf amplifiers. Thus far three research groups have set up and tested cold

hydrogen masers. [2], [3], [4]

The stability of a frequency standard is expressed in terms of the two-sample Allan derviation

which is given by:

ay(r) = 2PT

where Q is the maser line quality factor, k is the Boltzmann constant, T the absolute temperature,

P the power delivered by the atoms, and r the averaging interval. The quality factor of the

transition depends on the total transverse relaxation time of the H atoms. This is determined by

the storage bulb, the wall and the spin exchange relaxation rates, and is proportional to T 1/2. The

Allan variance depends linearly on T and cooling from room temperature would gives a significant

improvement in frequency stability for intermediate measuring times.

The main drawbacks of the hydrogen maser are the change in the hyperfine frequency caused by

the occasional collision of atoms with the walls which can give rise to wall shifts of the order of

parts in 1011, and the low level of the output signal, which at 10pW puts stringent requirements

on the detection system.

Aside from its standards applications the maser has uses in fields as diverse as Very Long Baseline

Interferometry, tests of general relativity, satellite navigation systems, telecommunications, and

other fundamental research which should lead to a better understanding of spin-exchange, atom-

surface interactions, and other relaxation phenomena.

THE COLD HYDROGEN MASER

The Cryogenic Hydrogen Maser (CHM) project was started in October 1991, after the completion

of a feasibility study [5], with the following longer term objectives: (i) to develop a flywheel time

and frequency standard using recent advances in technology; (ii) investigate the physic_s and the

absolute reproducibility of the standard. Our immediate objective is to acquire the necessary

technology by constructing a prototype system before going on to a more sophisticated system.

The CHM assembly is displayed in Fig.1. Hydrogen molecules are dissociated in a discharge

bulb energised by the rf circuit shown in Fig.2. They are then formed into a beam of atoms in

their ground state having approximately equal populations in each of the four hyperfine sublevels

(Fig.3). After flowing down the PTFE transport tube into the cryostat, they are state selected by

a hexapole magnet. Atoms in the (F--l) states travel into the maser bulb where they decay into

the (F=0) state and radiate power at 1420MHz. If the storage cell is located within a sufficiently

high-Q microwave cavity, an oscillation at the resonant frequency will build up until an equilibrium

value is reached. The oscillation is picked up by a probe positioned near one end of the cavity,

preamplified and transmitted out of the cryostat through a low loss microwave transmission line.
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Following a further stage of amplification, the signal is mixed down to audio frequencies and

detected.

We will now give a detailed description of the system. The hydrogen discharge system consists of

a bulb connected via copper tubing to the hydrogen gas supply and a Pirani gauge. The bulb is

capacitively coupled to the rf circuit. We were able to obtain a discharge with 1 mbar pressure

of hydrogen in the bulb and 5W rf power at 25MHz. The colour of the discharge changed from

bluish red to purplish red with continuous operation.

The state-selector hexapole magnet is displayed in Fig.4. Its appearance was influenced by C.

Audoin's original design [8] and specially adapted for operation at low temperatures. The shape of

the pole pieces ensures that a uniform positive field gradient is seen by the atoms as they move

away from the centre of the magnet. The flux density maximises near the pole tips. We used

a NdFeB magnet pieces inserted into soft magnet frame made out of Vanadium Permendur 49.

The inter-pole field was measured to be approximately 1.1T using a moving coil galvanometer

arrangement with an area of 9.4mm x 0.7ram.

A numerical simulation program was written to find the best configuration of an alumina cavity for

use in the CHM. The frequency of the operating mode has to coincide with the hyperfine frequency

of the hydrogen, which is 1420.405MHz in a field of 1 mG. The requirements of the hydrogen maser

determine the ideal cavity mode to be the TE011. The variation in the cavity frequency of this

mode with temperature is shown in Fig.5. This had to be included separately in our numerical

model which is only valid at room temperature because of the unknown temperature dependence

of the relative permittivity of alumina below 100K. The finished cavity is displayed in Fig.6. The

outer surface of the cavity was then silvered to improve its Q factor. We intend to use sapphire in

the longer term.

Wall coating of the masing volume is another important factor i'nfluencing the overall performance

of the CHM. We have performed extensive PTFE coating trials using a solution of Teflon AF1600 [71

dissolved in Fluorinert FC77 Is]. It was found that 0.75% by weight of the AF1600 dissolved in

Fluorinert yielded the best coverage on a thoroughly cleaned surface. Three applications of the

solution was found to give the optimum coating. The solution has a transparent, non-viscous

appearance when initially mixed. The preparation is comparatively easy; although care has to be

taken in the mixing and pouring of the solution onto the surface to be coated. The uniformity

of the coating was measured using a nanosurf surface profilometer and found to be smooth to

200nm over a distance of 0.5ram(see Fig.7). Tests of the Teflon film for pinholes using water at

room temperature, and cool down as far as 4.2K, were successful; We are about to investigate its

performance with atomic hydrogen; and are hoping to test frozen hydrogen and superfluid helium

as wall surfaces on top of the Teflon buffer layer.

FUTURE PLANS

Following initial tests, the focusing of the hydrogen beam after the state selector will be observed

using a sensitive thermometer made out of phosphorus doped silicon which is capable of measuring

0.5pW at 4.2K over an area of about 0.2 mm 2. The sensitivity of the microcalorimeter arises out

of its low heat capacity at low temperatures. The detection threshold corresponds to a flux of 106

hydrogen atoms per second impinging and recombining on the device. Since we expect a flux of
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1012 to 1013 atoms per second entering the maser bulb, this gives us a very sensitive hydrogen atom

sensor. Preliminary tests are encouraging but its longer term performance is yet to be evaluated.

In preparation for the design of the magnetic shields required for the maser, we have written a

program based on Dubber's work [9]which calculates the type and number of shields needed to keep

out stray fields and the earth's field. This suggests that a three layer nested arrangement of mu-

metal shields which will give a shielding factor of approximately 104. Additional low temperature

protection is will be provided by a Cryoperm [1°] shield.

The electronics for the detection of the free induction decay signal in the passive mode of the

maser are assembled and we hope to observe the signal at 4.2K by the middle of next year. Our

expectation is that changes to the cavity and in the detection electronics will then become necessary

in order to observe the masing action.
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QUESTIONS AND ANSWERS

E. Mattison, SAO: Do you plan to use liquid helium coating on your walls or just use the
teflon?

R. Mossavati, National Physical Laboratory: That is one of the questions which I hope would
be discussed at a meeting such as this and what the situation is we had hoped to work at 2.7
Kelvin which is very nice temperature in terms of temperature stability to work at with helium.
As you probably know that the vapor pressure of helium goes up exponentially at about 0.6 or
0.7 Kelvin. Therefore we are praying for some new material to be discovered which will work

at those set of temperatures. We have to consider so the moving on down in temperature
to 0.6 to 0.7 Kelvin. That would be a shame because we would lose the lambda transition

stability which we would have otherwise at 2.7 Kelvin. Frozen hydrogen is something that I
have considered but I don not think getting masing action with frozen hydrogen is a very easy

thing or at all possible.

A. Kirk, J'PL: How many of these cold masers are you assembling and if the answer is one,

how are you going to test it?

R. Mossavati: It is very much a research effort in terms of finding out the pitfalls with the cold

hydrogen maser. We hope to, and as I said I have funding until the beginning of 1995. By that
stage, I hope to have enough to show so that I can get additional funding to go on to develop
a more sophisticated system. I would like to emphasize that this is a research and development
effort and it is very much based in a scientific and research laboratory environment rather than

an industrial application type of environment.
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Abstract

The Naval Research Laboratory (NRL) has devdoped a two way time transfer modem system
for the United States Naval Observatory (USNO). T_¢omodems in conjunction with a pair of Very
Small Aperture Terminal (VSAT) and a communication satellite can achieve sub nanosecond time
transfer. This performance is demonstrated by the results of testing at and between NRL and

USNO. The modems use Code Division Multiple Access (CDMA) methods to separate their signals
through a single path in the satellite. Each modem transmitted a different Pseudo Random Noise
(PRN) code and received the others PRN code. High precision time transfer is possible with two
way methods because of reciprocity of many of the terms of the path and hardware delay between
the two modems. The hardware description was given in a previous paper [1].

Introduction

Three different experiments were performed with the time transfer modems. The first experiment

was to verify that the basic operations of the modem were satisfactory. The second experiment

was to determine the performance level of the modems. The third test came about because of

problems in the second experiment.

Experiments

The first experiment was to determine how well the modems would operate through a satellite.

Figure 1 shows the diagram of the configuration. Both modems operated from a common clock

source. The two modems transmitted on the same VSAT through a combiner module. The received
signal was split to the two modems.

There were two purposes to performing this experiment. The first was to determine how repeatable
the modems were in determining the time difference. The second was to determine how well the

modems re-synchronized to their one Pulse Per Second (PPS) signal. Tests were run over 6 days
with typically two sessions in a half hour of satellite time.

The results show that the modems performed quite well in the experiment configuration. The

standard deviation on the second to second time transfer of a single session was no higher than 205

picoseconds with a typical level of about 170 picoseconds as shown in Figure two. The time transfer
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between modems was repeatable to within 0.5 nanoseconds peak to peak (Figure 3) with a noise

level of about 144 picoseconds. The modems did re_ynchronize themselves within 0.5 nanoseconds

peak to peak (Figures 4 and 5). The variations in the re-synchronizing were probably due to the

long rise times of the 1 PPS signal (Figure 6).

The second experiment was to perform a series of two way time transfers between NRL and USNO.
NRL is located about seven miles from USNO and line of sight time transfer methods between the

two locations have been used for years. Each location contains a variety of atomic clocks and the

performance of the clocks and the time transfer link has been well documented. This configuration

provides an almost perfect method of independently verifying the time transfer performance of the

modems. Figure 7 shows the block diagram of the modem configuration.

A second measurement system used for verification is shown in Figure 8. The channel 5 television

transmitter carrier from WTTC is synchronized to a cesium frequency standard. The carrier signal

is received by both NRL and USNO and compared with a local signal synthesized from the house

reference but offset from the carrier by 2250 Hz. The 2250 Hz beat is detected at both ends and

USNO sends its beat over a dedicated phone line as a 2250 Hz tone. The tone is compared with the

beat generated by the NRL system using a phase meter. Resolution is better than 1 nanosecond
with a noise level of about 2 nanoseconds. This system is based on the work described in reference

2.

Figure 9 shows the plot of the time difference between NRL and USNO using the modems along
with the time difference measurements using the other system. The modem measurements are

plotted on the solid line. The channel 5 data is plotted on the dotted line. Figure 10 shows
the difference of these two measurements. Figure 11 shows the one second noise plot of the

experiment. The long period Of no data is where satellite time could not be allocated. The
channel 5 measurement system data was offset to match the start of the modem data. The modem

tracked the channel 5 measurements somewhat, but not accurately enough. After the experiment,

it was determined that a piece of equipment supplying the 5 MHz and 1PPS to the modem at

NRL malfunctioned.

With equipment problems corrupting the second experiment, a third experiment was devised. The

third experiment took place at USNO using their base station antenna and a VSAT. Both modems

were placed side by side. Each was connected to its own cesium standard and individual antenna

(Figure 12). This allowed direct measurements on the two modems with a time interval counter.

The cesiums were intentionally offset. On each time transfer, the time difference between the two

clocks was measured. This measurement was compared with the data generated by the modems.

Figure 13 shows the plot of the modem data and the time interval counter. The solid line is the
modem measurements. The dotted line is the time interval counter measurements. With the drift

of the two clocks and the procedures of measuring the time differences, the peak to peak extremes

were within two nanoseconds as shown in Figure 14. The noise level was 528 picose_bnds. Since

the two modems had never been calibrated this also shows that the absolute calibration or the two

modems is very close.

Figure 15 shows the one second data plot of the modem operating on the VSAT. It's noise is at

275 picoseconds. The plot of the earth station data is shown in figure 16. The data is much noisier

at 1535 picoseconds. The reason for this is that the earth station is transmitting more power to
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the satellite than the VSAT. The satellite retransmits the signal back along with the VSAT signal.

The earth station modem has to extract the smaller VSAT signal from its own larger signal. It's

own signal appears as a noise source. Figure 17 shows the difference plot of the previous two plots

with a noise level at 798 picoseconds approximately half the larger one way noise.

Conclusion

The first experiment has shown that the modem can re-synchronize themselv_ repeatable at

less than 500 picoseconds. The last experiment has shown that the modems can do precise time

transfers. More experimentation is needed to see just how precise the modems can be.
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Abstract

A coded time/date information dissemination system (CTD), based on telephone lines

and commercial modems, is now in its ezperimental phase in Italy at IEN. This service,

born from a cooperation with other metrological laboratories (TUG, Austria, SNT, Sweden,

VSL, The Netherlands), represents an attempt towards an European standardization.

This paper will give some results of an ezperimental analysis in which a few moderns

have been tested, both in laboratory conditions and connected to the telephone network, in

order to evaluate the timing capability of the system.

When the system is used in a one-way mode, in many practical cases the modems delay

turns out to be the main factor which limits the accuracy, even more than the telephone

line delays. If the two-way mode is used, the modems asimmetry, i.e., the delay differ-

ence between transmission and reception, is almost always the most important source of

uncertainty, provided the link is not including a space segment.

Comparing the widely used V._,2 modems to the old V.21 ones, the latters turn out to

be better both in delay time (30-100 ms V._,2, and 7-15 ms V.2,1) and asimmetry (10-50

ps V.2I, and 10 ms V.22).

Time transfer accuracies of 10 ps (same town) to 100 ps (long distance calls) have been
obtained in two-way mode with commercial V._,I modems.

1 Introduction

In 1991, four European time and frequency laboratories, namely IEN, SNT, TUG and VSL, that

perform standard time dissemination in Italy, Sweden, Austria and the Netherlands respectively,
agreed upon a format for the distribution of a coded date and time information on telephone lines
using commercial modems [1].

This dissemination service, designed to synchronize computer docks or digital terminals, is capable
to attain accuracies ranging from low to medium (100 ms to 1 ms), as reported in previous papers

dealing with symilar synchronization systems realized in Canada [2] and in the USA [3].
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I week of the year
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L day of the next change from CET to CEST or viceversa
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II year
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P day

q hour
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S Modified Julian Date (MJD)
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(CA : Carriage Keturn, LF : Line Feed)

Figure 1: CTD format and features.
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The Istituto E1ettrotecnico Nazionale (IEN), which is responsible for the national time scale in

Italy i has implemented since mid 1991 this coded time information for telephone lines (CTD) that is
presently accessible dialling number (+39) 11 3487892.

It has been demonstrated that the delays introduced by telephone lines are very stable compared to

those due to the telephone network equipment, and that the modems used both at the code generation
side and at the users end are by far the most influential factor in the synchronization error of these
services.

To evaluate the accuracy achievable by using this code in the Italian telephone network, special
care has been therefore devoted to modems delays and their asymmetries. The network behaviour

has also been tested performing round-trip delay measurements both for in-town and long distance
calls.

Modems of different CCITT standard (V.21 and V.22) and manufacturer have been tested using

as reference signals both the CTD timing reference and ASCII characters generated by a personal
computer.

The following sections describe in details the format of the CTD and its realization, the measure-
ment setup used, the results obtained in the delay measurements of the modems and of the telephone

line and some consideration about the accuracies that could be obtained by users of CTD in the field
of time and frequency.

2 The coded date information for telephone lines

The European code,implemented atIEN and operativealsoinAustria[4]and Sweden [5],consistsofa

80 ASCII characterslinetransmittedeach second,supplyingthe date,the time and some information

relativeto the correctionsperformed on the legaltime or specialwarnings regardingtime scales.

The code format and accessprotocolhave been agreed so as to allowa user terminal to connect

via a CCITT V.22 modem configuredfor 1200 bit/s,8 bits,1 stop bit,no parity,and the time

informationtrasmittedisrelativeto the incoming second. The referenceof time isgiven by the last

three characters, namely "*', Carriage Return (CR) and Line Feed (LF). The leading edge between

the stop bit of CR and the start bit of LF is "on time" with the UTC(IEN) second. This reference
point can be advanced to compensate for the transmission delay ff this feature is implemented.

A sample of one line of the code as generated at IEN with full details is shown in Fig. 1.
The characters from 1 to 37, identified in Fig. 1 by letters from A to M, give the date and time

information in Italian legal time, meanwhile those from 38 to 59 (letters N to U) supply the time
information according to the UTC time scale together with the Modified Julian Date and the DUT1
difference between UT1 and UTC time scales.

It can be noticed that the format of the timing sequence has been chosen so as to leave the first 24

characters, giving the date and time, easily readable. Concerning the characters from 60 to 77 (letters
V and W), the first three give the amount of the propagation delay compensated by advancing the
time marker, and fifteen can be used for messages.

Finally, character no. 78, "*', is changed in "#" if the delay compensation is performed by the
generator side.

The duration of a character is 833 ps and the beginning of the time code string occurs 50 ms after
the UTC(IEN) second. The timing of the last three characters of the string can vary to compensate
for a maximum delay of about 0.3 seconds.

The block diagram of the CTD generator is shown in Fig. 2.

Two standard frequencies from IEN cesium clocks are supplied to the device to phase-lock its

internal 10 MHz clock oscillator that is used as time base for the microprocessor unit generating the

time code string. The clock functions can be checked and updated by a keyboard or a PC interface.
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Figure 2: CTD generator block diagram.

The output signal, available on an RS-232 interface, is synchronized to UTC(IEN) within 0.2/_
and sent to a control unit and succeedingly to the modem input. The control unit checks the user's

connection time, presently limited to one minute, and allows for counting the dally number of calls

and their distribution in time.

The 1200 bit/s rate at the CTD/RS-232 interface, is synchronized with the reference time base

and the time marker jitter is below 1 ps.
The definitive generation scheme, that will be ready for the beginning of 1993, will rely upon three

devices and a switching unit to check the time code sent to the telephone line.

3 Experimental methods and equipment

When using the classical one-way scheme in telephone network synchronizaton, we define the propa-

gation time tp between laboratoryA (source)and B (user)as

tp = ta + tl + tb (1)

where t. and tb are modem delays (laboratories A and B respectively) and tt is the line delay, as seen

at the telephonetwistedpairsextremes.

In the two-ways scheme, the propagationtime tpfrom A to B isestimated as halfthe echo time

1

_. = -_- (t; -I-t;) (2)

I and IIwhere tp t_ are the path delays from A to B and from B to A respectively.
The residual error is

1 1 1

e = _ (t" - t") + _ (t_- tf) + _- (t_- t_') (3)

where the terms in brackets highlight asimmetry contributions of each element, either line or modem.

Unfortunately, t. and tb are hardly measurable separately because there are no suitable time

markers on the signal; there ate modulated waveforms only, with a given duration and bandwidth.

Moreover, any attempt to measure these delays seems somewhat misleading because the modem front-
end interacts with the line; this interaction involves bandwidth, impedance matching and equalization.

Hence the sum t. + tb was measured as a single quantity.

The basic scheme adopted in all measurements is shown in Fig. 3, where an arming circuit, not

shown, ensures that start ans stop events ate related to the same edge. In a first set of measurcmcnt._

the line (dashed box in the scheme) was simulated by attenuating the signal by 10 dB, whicll is the
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echo
circuit

factoryand type standard analog or no. available
digital devices

AET MD 300

AET 2.4 Must

Dataconsyst

Hyunday MD 5404

Smartlink 1200 S

V.21 only

V.21 / V.22

V.21 / V.22

V.21 / V.22

V.21/V.22

analog

digital

digital

digital

digital

2

1

1

2

1

Table I: Modems under test.

typicallineloss[6],and adding noise.Later on, a llnesimulator(passiveRC network) and a trueline
were used.

Three testpatternswere adopted: (i)a stream of "U" characters,which appears as a squarewave

on the RS-232 interface,givingthe maximum number of measurements per second, (ii)a stream of

NUL characters(ASCII 0),which isa sequenceofpulses(startbits),and (iii)the CTD.

Experiments were performed with some modems (Table 1),availableboth at the Politecnicoand

atthe IEN. These equipment arerepresentativeofthe low speed classofmodems. High speed modems

were not consideredbecause theyoftenuse sophisticatedcodingand bufferingtechniqueswhich make

time delay more unpredictable.

Time delayswere averaged on suitableblocksizes,say 5000,in orderto keep the noiseeffectat a

negligiblelevel.

Time jitter_rwas measured as the standard deviationof the averagevaluesof blocks;itsvalue

depend on the block sizen. Allanvariancewas not consideredbecause no divergingprocessisinvolved
in our experiments.

4 Modem measurements

4.1 CCITT standard V.22

These equipment work at 1200 bit/s with Q-PSK (quad phase shift keying) modulation. Their internal

circuits are often based on sampling processes and digital hardware. Bits are packed in dihit (2 bits)
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symbolsafter a scramblingprocess[7]definedby

B = 5'o 5'-x4• $-17 (4)

where B is the current output bit, So is the current source bit, S-i the ith previous one and _ means
ex-or. The duration of 18 bits is needed for the complete scrambling process. Since unscrambling

needs the same time, the complete scrambling/unscrambling operation takes 36 bits time, which lasts

30 ms. This is the lower bound for t_ + tb. Additional delays are due to modulation/demodulation,

filtering, impedance equalization. Some equipment are capable of adaptive equalization during the
conununication, others have a complex buffering mechanism. Both of these features, not present in

our measurements, could affect time jitter and repeatability.

When the modems, working in full duplex asynchronous mode, were connected via a 10 dB

attenuator, the following averaged time delays for two couples of equipment were measured using

5000 samples.

couple

no. 1

no, 2
46.6ms 31.6ms
34.0ms 58.7ms

ssimmetry error

t (t'a + t'b) - (t"a + t'_')1/2
7.5 ms

12.35 ms

4.1.1 Time jitter and related problems

In a V.22 asynchronous communication only the DTE/modem connections are actually asynchronous,
while the two modems are synchronized each other by means of the data flow. Focusing our attention

on the transmitting side (source DTE and modem) we observe that the data rate is driven by the

DTE on the DTE/modem connection, and by the modem on the telephone llne. Since each equipment
works under control of its internal quartz oscillator, stuffing idle bits are added or removed in order
to ensure the same data flow for the two devices.

The main consequence of this is that the term (t_ + tb) shows a sawtooth behaviour whose period
Tbcot is related to the DTE and modem oscillators relative frequency offsets, and whose peak-to-

peak value is the duration T, of one bit (833 ps at 1200 bit/s). This sawtooth behaviour has been
observed in all the modems considered; Tbcat fits exactly to its calculated value, which is based on
the measurements of the DTE and modem oscillators offsets. Moreover, changing the frequency of

an oscillator we got different Tbeat in agreement with the foreseen values.

The beat phenomenon gives to the time jitter a contribution symilar to a random variable uni-
forndy distributed between +Ts/2, whose standard deviation is O'beat "-- To/(2v/3) --- 240 ps. When

measuring time jitter, we expect that the contribution of abeat is flat (slope 0) for observation time

(i.e., the time needed for acquiring one data block) r _< Theft, and that is reduced a factor 1In (slope

-1) for r _,, Tb,G,t.
The experimental results, shown in Fig. 4A (plot D), are in agreement to the foreseen behaviour.

Since _, __ 240 ps for small r, any "true" noise phenomena seem to give a contribution that is
negligiblewhen compared to the beat effect.Changing the data flowrate,plotssimilarto that shown

inFig.4A (plotD) were obtained,but the crosspointbetween slopes0 and -1 occured forthe same
_"-- with differentvaluesofn -- because itdepends on 7-only.

When modems are synchronously connected to the DTE, the effectof oscillatorsoffsetvan-

ishes. Variationsof 30-80 ps peak-to-peak are stillpresent on L,+ is,probably due to modula-

tion/demodulationprocesses.Figure4A (plotA) shows typicalexperimentaljittervalues.

Finally,the effectof the telephonelinenoisewas simulatedby injectingwhite noiseintothe mo-

dem/modem connection.Figure4B shows typicalresultsmeasured inextreme conditions,S/N = 8 dB
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Figure 4: Typical time jitter measured sending 3 NUL characrters per second on a V.22 modems

connection.

in the 300-3400 Hz band, for both asynchronous and synchronous connections. When V.22 modems

operate synchronously, the plot overlaps almost exactly to the previous one, measured without noise.

When the asynchronous mode is chosen, a small noise contribution to the time jitter appears for
n = 100 to n : 1000.

4.2 CCITT standard V.21

In this standard, almost in disuse, information is sent at 300 bit/s in FSK (frequency shift keying).

Since frequency modulation is directly driven by the source bits, the DTE/modem connection is, in

principle, synchronous.
Because of different behaviours observed for timing applications, we divided the V.21 equipment

in two categories, based on internal circuits type. Thus we name ana/og the oldest equipment, based

on fully analog circuits, and digital the new ones, which are actually V.22 modems set in the V.21

mode. The last ones often include digital waveform synthesis and sampling.
Digital modems connections delay show a sawtooth behaviour similar to what observed in the

V.22 ones. However, peak-to-peak delay variations are about 300 ps, which is far less than the bit
duration of 3.3 ms. This behaviour is supposed to be due to a difference in relative frequency offset

between modem and DTE, which is compensated by steps by the modem synthesizer. This statement

is supported by the fact that Tbcat is properly related to these frequency offsets.

Analog modem were found to be free from any beat phenomena.
Figure 5A shows the typical t= + t b jitter for couples of analog and digital modems connected

through the 10 dB attenuator.

The effect of the noise, tested in the same conditions as for V.22 modems, is shown in Fig. 5B;

these results are to be compared to those measured without noise (Fig. 5A). Injected noise (S/N : 8
dB) increases the jitter nearly by _ factor three in digital modems, while the analog equipment show
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a small differencefor large n only. When connecting analog modems through a local loop -- i.e.,two

linksfrom IEN to the same telephone switch, some kilometers apart -- jitterresulted to be higher by

a factor 1.5 compared to that measured in absence of noise.

As regards to delay and simmetry, the following values were measured.

asimmetry error
type _ + _ t" 4- t_'

I(_'a+ t'b) - (_"a + _;')I/2
• digital 12.55 ms 12.48 ms 35/_
tanalo 8 6.889 ms 6.990 ms 50 #s

:_analog 6.889 ms 6.869 ms I0 #s

t fullduplex _ halfduplex likeconnection

Results shown in the first two rows of the table can be compared directly because both digital and

analog couples of modem were measured in full duplex mode. Analog modems were also tested (3rd

row) exchanging the calling and answering role, thus keeping the same frequency modulation for the

two directions; this is rougldy equivalent to a half duplex connection.

5 Telephone line measurements

Cables have a remarkable potential in time transfer,as it was shown in past works using a dedicate

coaxial cable (accuracy of some microseconds at 700 km distance [8])and a dedicate telephone twisted

pair (stabilityof 10 ns at 10 km [9]).Conversely, a telephone network, although based on cables and

amplifiers symilar to those of dedicated links, gives additional problems due to FDM (frequency

division multiplexing) or TDM (time division multiplexing) equipment, switches and other devices.
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cable or equipment type

coax cable under ground
FDM modulation or demodulation

PCM coding or decoding

digital exchange (connection)

digital exchange (ending)
for each analog interface add

delay

4 ns/m

750/_s

300/_s
450 ps

800

300 _s

Table 2: Tipical delays of the Italian telephone network.

Table 2, taken from [6] gives the typical delays for the Italian network. Unfortunately, information

on the network configuration and signal paths are not available in most cases. Comparing a rough

estimate of path delays, based on the geographic distance, to modem delays, these last ones turn out

to be far bigger; consequently, it was decided to measure the connection in some cases.

All experiments were done with two analog V.21 modems carefully calibrated in order to evaluate

the delay due to the line only. In spite of this, it has been impossible to separate modem and line
contributions to the measurement instabilities.

A first set of measurements was clone at the IEN, using the local loop. An average delay h : 219

ps was measured in half duplex mode, with small variations m less than 5 ps peak-to-peak --

during the same call. Exchanging the two modems, but keeping the same modulation frequencies,

line asimmetry was always less than 5 ps, which implies a maximum contribution of 2.5 ps to the

two-ways synchronization error _. When hanging up and redial]ing, tl showed slight changes, with a

standard deviation between calls of 7.5 ps (carrier 1750 Hz) and 20 ps (carrier 1080 Hz).

A more significant asimmetry (t_ : 219 ps and t_' : 356 ps) arose when modems were set in full

duplex mode. This is due to the llne response to the different carriers used for the two directions.

In a second experiment, we measured the link between ]MEN and a calibration laboratory in Milano

(SIRTI), whose distance is about 130 kin, using the same couple of modems in half clup!ex. Path

delay was t/ __ 4 ms, stable within ±200 ps when hanging up and redialling. Line asimmetry error

was between 25 and 75 ps, depending on the time of the day, and consequently on the telephone
traffic on the network.

timing
error

30-120 ms

30-100 ms

7-30 ms
7-14 ms

10

200

100

100

10

ms

#s
ps

_s

modem

type
V.22

V.22

V.21
V.21

V.22

V.21 digital

V.21 digital

V.21 analog

V.21 analog

d_tance

call

long
short

long
short

long/short

long
short

long
short

Table 3: Time transfer errors.

sync.
method

one

way

two

ways
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6 Conclusions

Timing accuracies, taken from the last two sections, are combined in Table 3. It has been assumed

that no propagation estimate is used in one-way mode, and no care is taken about simmetry for

two-ways mode.
The CTD service, as presently implemented (one-way, using 1200 bit/s V.22 modems), ensures

timing accuracies of 100-120 ms. A correction, based only on the lower bound of the modems delay
and made either by the IEN or by the user, reduces the error to 70-90 ms.

When the system is used for frequency calibration, timing accuracy is replaced by repeatability

in the errors budget. Taking two averaged time values over one day, frequency accuracies from some

units 10 -9 to 10 -1° can be expected.
A two-ways extension of the CTD service is under study. A timing accuracy of 10 ms is achievable

without calibrating modem asymmetries. It seems that an improvement by a factor 10 can be obtained

if the nominal asymmetry of the user's modem type (factory and model)is specified.
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QUESTIONS AND ANSWERS

M. Weiss, N-IS'I': Do you have plans to implement a service that allows you to adjust the
transmission of the on time marker?

E Cordara, Instutito Elettroteenieo Nationale Galileo Ferraris: Yes; we also have this plan for
the end of 1993. The most widespread service is truly devoted to the one way users which
seems to be the most in our account. We have several inquiries about this kind of service in
the 1 second to 0.1 second region.

M. Weiss: So we have jumped from the nanosecond time transfer to the 1 second time transfer.

Apparently as you get less accurate there are a lot more users.
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Abstract

TimeSet is a shareware program for accessing digital time services by telephone. AJ its in/tial release, it

was capable of capturing time signals only from the U.S. Naval Observatory to set a computer's dock. Later

the ability to synchroni_ with the National Institute of Standards and Technology was added. Now, in Version

7.10, TimeSet is able to access three additional telephone time services in Europe - in Sweden, Austria,

and Italy - making a total of five of]icial services nddressable by the program. A companion program,

TimeGen, allows yet another source of telephone time data strings for cullers equipped with TimeSet version

7.10. TimeGen synthesizes UTC time data string_ in the Naval Observatory's format from an accurately set

and maintained DOS computer clock, and transmits them to callers. This allows an unlimited number of

"freelance" time generating gations to be created. Timesetting from TimeGen is made feasible by the advent

of Becket's Righ Time, a shareware program that learns the drift characteristics of a computer's clock and

continuously applies a correction to keep it accurate, and also brings .01 second resolution to the DOS clock.

With clock regulation by Righ Time and periodic update calls by the TimeGen sh_ion to an of]icial time source

via TimeSt_, TimeGen offers the same degree of accuracy within the resolution of the computer clock as any

o_ic/al atomic time source.

INTRODUCTION

The introduction of modem timing services for computers, first by the U.S. Naval Observatory, then by

the National Institute of Standards and Technology, has created a need for software to interpret the data

strings put out by these services and to set the computer clock with maximum accuracy.

Both the Naval Observatory and NIST are very helpful in supplying programs and programming code for

accessing their modem time services, but my first exposure to such a program was early in 1987, when I

downloaded a program called CallTime, written by a programmer in New England. As it turned out, the

version I got was for a millisecond time service of the Naval Observatory that had already been discontinued.

At that point I decided to write TimeSet, which I first put out on computer bulletin boards in the summer

of 1987. The appreciative response from the computing community, particularly on Compuserve, was most

gratifying. Interest on the part of users has driven TimeSet development ever since. Ability to call the

NIST's service was added in 1989, which for a time made TimeSet the only program of its kind that could

work with both telephone time sources in the United States. Now, with Version 7.10, three European

services -- in Sweden (Swedish National Time and Frequency Laboratory), Austria (Technical University

of Graz), and Italy (National Electrotechnical Institute) -- have been added.

Inclusion of European services in TimeSet was at the suggestion of Mr. Erland Brannstrom of the Swedish

National Time and Frequency Laboratory. He developed the modem time generator used in Sweden and
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participated in the establishment of the standard data string format used in Sweden, Austria, and Italy.
The standard has also been adopted in The Netherlands, though it has not yet been installed there, and

it is thought likely that other European time services will adopt it in the future. Of the three European

services using this standard format, only the Swedish and Austrian services offer the capability of measuring

line delays at this time. The long-term development goal for TimeSet is to include as many of the world's
atomic time services as possible. As new modem-accessible time services come online, they will be added

to TimeSet.

In addition to these official time sources, Timeset 7.10 can set computer docks from time data strings

generated by a companion program called TimeGen, which generates UTC time data strings in Naval

Observatory format. TimeGen allows any PC computer to become in effect a "substation" of any official
atomic time service transmitting over the telephone system. The computer running TimeGen automatically

updates its own clock by means of periodic calls via TimeSet to a selected atomic time service. The rest of
the time it waits for the phone to ring so it can transmit data strings by modem to other computers calling

it with TimeSet. Details on TimeGen are presented later in this article.

TIMESET OPERATION

Program Configuration

A copy of TimeSet that has never been configured before presents a configuration menu screen when it is

first run (Figure 1). Scrolling up or down the list of configuration items is done by pressing the Up and
Down arrow keys to highlight the next line. For most configuration items, selections are made by pressing

the Right or Left arrow keys when a particular configuration line is highlighted. For example, when the

line for modem speed is highlighted, each press of the Right or Left arrow key brings a new modem speed
into view. The selectable modem speeds range from 1200 bps to 115200 bps (the high-speed options are to

accommodate newer modems that can be "locked" at high speed locally while allowing the line speed to

drop to 1200 bps to match the usual speed of a time service's modem).

Another configuration item that allows options to be toggled is the one for manual or automatic operation.

If manual operation is selected, the user intitates a call to one or another of the time services by pressing a

certain keys or key combinations at the main program menu, and on completion of a call the program remains
loaded. If automatic operation is toggled, the program calls the selected time service, sets the computer

clock, and immediately exits to DOS. A number of automatic options are available at the configuration
screen. There are two options for each time service, specifically with or without line delay measurement.

Thus one can select the NIST with or without line delay measurement, the Naval Observatory with or

without line delay measurement, a selected European time service with or without line delay measurement,
and a selected TimeGen service with or without line delay measurement. Automatic operation is mainly

for the convenience of those who wish to include a TimeSet call in their AUTOEXEC.BAT file as part of

the boot-up procedure.

A few lines may be edited. These include the lines containing time service telephone numbers, since it is not

uncommon for telephone users in institutional settings to have to ilasert codes and pauses before and after

an outside phone number, or, as in the case of those using the Federal telephone system, to revise the phone

number to conform to that system's rules. One phone number configuration line is reserved for one of the

European time services, Although the default for this line is "NULL", pressing the Right or Left arrow key
successively produces current phone numbers for the Swedish, Austrian, and Italian time services, which, as

noted, share the same data format. If a European phone number is selected on this line, it must be edited

to remove the '+' sign in front of the phone number if one is calling from the host country, or to replace
it with an international calling code if one is calling from another country. The last telephone number line

is for calling a computer equipped with TimeGen. Here one simply types a phone number to replace the

default "NULL."
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Another line that allows editing is the one where users select their local time zone, which the program needs

to know to convert UTC to local time. Although any of the named North American time zones can be

obtained by toggling with the Right or Left arrow key while that line is highlighted, provision is made for

TimeSet users outside North America to write in their time zone's offset from UTC (a positive number if

east of 0 degrees longitude, negative if west of 0 degrees longitude).

Another line that often requires editing is the modem initialization string. Two alternative strings for
modem initialization are built into version 7.10 of Timeset. The string '&CI&D2X4' is the default and is

intended for users who have simple basic asynchronous modems, with no speed option higher than 2400

bps and no error checking/data compression protocols. &C1 instructs the modem to wait for a carrier, not

to assume one is already present. &D2 instructs the modem to hang up when the DTR status is set to

0, which is TimeSet's method of hanging up quickly after it has obtained a time data string for parsing

and clock setting. X4 selects a result code set that includes CONNECT, NO CARRIER, BUSY, and NO
DIALTONE.

Toggling with the Right or Left arrow key while user's modem initialization line is highlighted will bring

another modem initialization string for users who have one of the new high-speed modems that use data

compression and error-checking protocols such as MNP or LAP-M. These protocols must be turned off

and the modem placed in basic asynchronous mode when TimeSet makes a call to one of the time services.

The string, '&Q0&BI&CI&D2X4' accomplishes this with the majority of high-speed modems. &Q0 is the

modem command for basic asynchronous mode in most high-speed modems (a few brands use &M). &B1

is the command most high-speed modems use to keep the local speed high while allowing the line speed to

adjust to match the speed of the remote modem; it is essential that &B1 be present if the TimeSet user has

selected a high dial-up speed such as 38,400 bps. (It is also essential, if a high dial-up speed is selected,

that the line that allows toggling YES or NO for locking the local speed be toggled to YES, because it will

prevent any attempt to adjust the serial port to 1200 bps after connection is made.)

A variety of other options exist on the configuration screen. For example, users in the United States can

select automatic adjustment for time season changes. Installing this feature would have been no problem

with the data strings from the NIST, since that service has a time season flag embedded in its data string.

However, since many TimeSet users have requested automatic season adjustment for the Naval Observatory

data as well, and since the Naval Observatory has no flags for it in itsdata string, it was necessary to develop

an algorithm to calculate when switches to daylight savings time and standard time will occur. To reduce

code size, TimeSet applies this.algorithm to both the Naval Observatory data and the NIST (ignoring the

flag for season changes in the NIST string). This algorithm is good for the next 74 years, or until Congress

changes the switch days again, whichever comes first.

No automatic time season adjustments are available for the European services, since it is not certain that

all countries that might adopt the current European standard in the future will change time seasons on

the same day. However, with any of the time services a season adjustment can be made manually from

TimeSet's main menu merely by pressing function key F7. Whatever the current time season, a press of F7

reconfigures the program to the opposite season and adjusts the computer's clock accordingly.)

When the user has finished configuring TimeSet, a press of F10 saves the configuration to TimeSet's own

file and brings the user to the program's opening menu.

The Main TimeSet Menu

If TimeSet is configured for manual operation, the program will always show the main menu (Fig.ure 2) and

will wait there for the user's keyboard input. If the user has configured TimeSet for automatic operation,

however, as from a batch file, the main TimeSet menu normally will not be seen. Instead, the program will

immediately begin initializing the modem and dialing the phone number of the selected time service. (The
main menu is accessible even while dialing is in process, however, just by pressing the Back Space key.)
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The main menu screen features a running time display with numbers for hours, minutes, and seconds

typically 3/4 n to 1" high, depending on monitor size. Fractions of seconds, to two decimal places, are
displayed with standard characters.

Keystrokes needed to call one of the time services, with or without line delay measurement, are also dis-

played. The keys for each service are mnemonic: pressing W calls Washington (USNO) without line delay

measurement, Alt-W calls the USNO with line delay measurement; pressing B calls Boulder (NIST) without
line delay measurement, AIt-B calls Boulder with line delay measurement; pressing E calls the selected Euro-

pean time service (identified by country name on the menu screen) without line delay measurement, pressing

Alt-E calls the selected European service with line delay measurement (except for the Italian service, which
does not provide it); pressing T calls the selected TimeCen service, Alt-T with line delay measurement.

A variety of function key options are available at the main menu. F1 produces a help screen. F2 brings the

configuration screen, allowing the user to change any configuration item. F7 toggles daylight saving time
and standard time, simultaneously adjusting the computer clock by one hour. F8 toggles monochrome and

color display. F9 allows a pulse to be generated at the parallel port at the instant of timesetting, useful for
calibrating external equipment.

Figures 4 and 5 show a call in progress to the NIST, with line delay measurement requested.

After a call to a digital time service is completed, TimeSet summarizes the results on its final screen (Figure
6). The summary screen displays the last data string captured, the UTC information extracted from it, the

measured line delay (if that option was chosen), and the local computer's time and date before and after.

Interaction with RighTime

RighTime is a remarkable program developed by Tom Becker of Air System Technologies, Inc. (see Mr.

Becker's paper elsewhere in these Proceedings). It is a small memory-resident program that overcomes

two glaring deficiencies in the PC's timekeeping system: (1) the typically appalling drift rate of the DOS

clock, which can be as much as 15 seconds a day or more, and (2) the poor resolution of the DOS clock,
no better than 55 ms. Mr. Becker's program makes getting highly accurate time from an atomic source

with a program like TimeSet meaningful, because RighTime learns the computer clock's drift rate and

refines a correction for it over a series of precision clock settings with TimeSeL and it applies this correction

incrementally every few seconds as long as the computer is turned on. It can even learn the drift rate when

the computer is turned off and only the CMOS clock, driven by a battery, is maintaining the time. As a
result, RighTime can, after only a few TimeSet calls spaced over a few days, hold both the CMOS and DOS

clocks within a few hundredths of a second of true time for a week or more. In addition, the latest version

of RighTime breaks the .055 second granularity of the DOS clock and gives it true .01 second re_olution.

Version 7.10 of TimeSet is able to detect the presence of RighTime and interact with it. If RighTime is

loaded, TimeSet presents another function key option (F5) at its main menu screen that allows the user

to see the current RighTime correction and the time that has elapsed since the last time set, which is

useful in judging whether it is time to call a time service (Figure 3). The F5 option also allows the user to

control certain functions of RighTime, including disabling RighTime learning for the next time and date set,
forcing the system to ignore the next time and date sets completely, suspending all of RighTime's DOS clock

maintenance actions, and suspending RighTime's maintenance of .01 second resolution in the DOS clock.

All keys controlling RighTime functions in TimeSet have a toggle action; that is, pressing a designated key

once changes the state of a RighTime function, and pressing the same key again causes reversion to the
previous state.
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THE TIMEGEN PROGRAM

RighTime's ability to bring sustained high accuracy to the computer clock, together with the ability of the

latest version (version 2 or higher) to provide .01 sec resolution in the DOS clock, has stimulated further

development of TimeGen, a program that allows any DOS computer to serve as a time source for any other
computer equipped with TimeSet ver. 7.10 and a modem. I developed an early version of TimeGen several

years ago, but abandoned it in consideration of the typically high drift rate of computer clocks. Computers

with such a serious limitation would need to call an atomic time source several times a day to maintain only
moderate accuracy.

The advent of RighTime has made further development of TimeGen feasible and desirable, and TimeGen is

now included in the TimeSet version 7.10 distribution package. Once RighTime has learned the drift rate of

the clock and has optimally refined its correction for it, a single call daily to an atomic time source should

be sufficient to maintain accuracy high enough to be worth sharing with other computers via TimeGen
and TimeSet. Indeed, since the latest version of RighTime provides .01 second resolution for the DOS

clock, timesetting from a TimeGen source is as precise as timesetting from the NIST, the USNO, or any
other atomic time source, provided the calling computers also have TimeGen installed and therefore have

.01 second resolution. Although atomic clocks are accurate in the nanosecond range, this extremely high
accuracy has no practical use in a device like a computer that can resolve time to no better than two decimal

places. For this reason, when two computers are connected via modem, with one of them running TimeGen
and the other running TimeSet, and both obtaining clock stability and .01 second clock resolution from

RighTime, computer timesetting via TimeGen can be just as accurate as from a telephone time service

based directly on a cesium beam clock.

To ensure accuracy of TimeGen's generated data strings, the program features daily automatic clock update

calls to a preselected atomic time service. The trigger for these timed calls is a memory resident program
i

called AutoDial, which can be loaded into memory with instructions to generate an alarm signal to TimeGen
at a specified time each day. The alarm signal includes information on which service is to be called -- the

NIST, USNO, a selected European time service, or even another TimeGen service. On receipt of this signal,

TimeGen runs TimeSet through a shell to call the specified time service and update the computer's clock.

If RighTime is installed and its clock correction value has been well learned, this daily setting is sufficient

to maintain very high accuracy for the rest of the day. As soon as TimeSet has completed its update work,

which takes less than a minute, TimeGen regains control and resumes its wait for incoming calls. As soon as

the phone rings, TimeGen begins to generate UTC time signals in Naval Observatory format. If the caller

is TimeSet version 7.10 installed on another computer, TimeSet captures a data stream, extracts the time
information, and uses it to set the calling computer's clock.

(Note: The memory-resident trigger program AutoDial also interacts with TimeSet, causing TimeSet to

dial a specified time service at a specific time dach day. If AutoDial is loaded, all that is necessary is to

have TimeSet loaded and waiting when the specified time arrives.)

Repeated tests in which TimeSet, using line delay adjustment, alternately called the NIST, USNO, a Euro-

pean service, and a TimeGen service (maintained by RighTime and a daily update call to an atomic service)

produced practically identical before/after decimal time readings on the final summary screen (within .01
second, which is the variance usually encountered even with purely atomic time sources in this version of

TimeSet). Only the minutes and seconds were different on successive calls, reflecting the time it takes to

place and complete a timesetting call. The fractional times at the instant of timesetting were practically

identical in all cases, indicating the feasibility of using TimeGen to make any RighTime_quipped personal
DOS computer the equivalent of an atomic time service "substation".

It remains to be seen how many individuals will find practical uses for Time(]en. A number of possibilities

come to mind. The majority of countries in the world lack a digital time service accessible to the general

computing public; even in Europe only three countries provide them. It is conceivable that individuals in

259



many countries could set up TimeGen "substations" to distribute accurate time from another country's

publicly available atomic time service locally. Commercial and governmental organizations with multiple

branch offices in a metropolitan area -- banks, utilities, precinct police stations, for example -- could

provide a central TimeGen service available through a local call to computers in the various outposts. In

both situations, only one computer would need to make a periodic long_listance or international call, but
TimeGen and TimeSet would allow the accurate time to be shared by many others. Although a computer

could be dedicated full time to this function, it is also feasible to provide TimeGen services only during

specific hours, freeing the host computer for other uses the rest of the time. Finally, we will soon begin

development of a computer bulletin board version of TimeGen that wilI allow any caller to a BBS to access

TimeGen from a menu to set his computer clock.

Since the UTC time data streams sybthesized by TimeGen axe based on DOS time, they can be no more
accurate than the DOS clock itself. Therefore, in all instances it will be the responsibility of the TimeGen

operator to ensure that RighTime is installed for clock stability and that the host computer's clock is

updated regularly, preferably daily, with a call to an atomic time source.

PERFORMANCE

A reasonable test to perform with a program that can call as many time services as TimeSet version 7.10

is to see how much agreement exists in the decimal portion of the time before and after clock setting when
several calls are made to the same time source in quick succession, and when calls are alternated between

different time sources in quick succession. Such a test requires line delay adjustment with each time service

to cancel out varying distance and modem effects. The results of several such tests, involving calls to the
NIST, the USNO, and the Swedish National Time and Frequency Laboratory from a site 60 miles north of

Seattle, are shown in Tables 1-6.

Tables 1-3 show the results from quickly repeated measures made with the NIST, the USNO, and the

Swedish National Time and Frequency Laboratory. In nearly every instance, and with all three services,

the difference between the time reading before and after the time set was either .00 or -.01 second.

Table 4 shows the results of calls alternating between the Swedish National Time and Frequency Laboratory

and the NIST. Again the before/after discrepancy is either .00 or -.01 second. The results suggest that if

the clock is set by the Swedish service, a call to NIST moments later produces the same setting that another

call to Sweden would have produced, and vice versa.

Table 5 shows the results from calls alternating between the Naval Observatory and the NIST. Again, the

discrepancy ranged between .00 and -.01 second. It is very gratifying to see this level of agreement, since line
delay measurement with the NIST is made by that sophisticated service, which then advances its on-time

mark to compensate for it. In contrast, line delay measurements with the Naval Observatory are made by

TimeSet using the modem's remote digital loopback feature, and TimeSet adds the measured one-way delay

to the time just before setting the system clock. To make these RDL measurements with high accuracy,

Timeset reprograms the system timer to produce a tick rate such that the successive ticks are only about

838 nanoseconds apart. Measuring line delay is a matter of counting the ticks between the transmission of
a character to the Naval Observatory's modem and the arrival of its echo, dividing the result by two, and

applying appropriate factors to convert the result to time (to four decimal places). The excellent agreement
between the results of calls alternating between the two services indicates the accuracy and precision of

TimeSet's line delay measurement procedure.

Finally, Table 6 shows the results of alternating calls to the Naval Observatory, the NIST, and the Swedish

time service made in rapid succession through four cycles. Before/after time readings never varied by more

than .02 second and usually less, despite the widely disparate distances of the three services from the Seattle

area and the apparent involvement of a satellite link with the Swedish service (as suggested by a consistent

line delay measurement of approximately .14 second).
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CONCLUSION

TimeSet is a shareware program that has reached a mature stage of development since its inception and initial
release in 1987. With version 7.10, TimeSet can now access by telephone five atomic time resources on two

continents, as well as freelance time sources operating the companion program TimeGen, which generates

UTC data in Naval Observatory format and thus can act as a substation of the Naval Observatory or any

other atomic time service. TimeGen ensures the accuracy of its synthesized UTC data strings by regularly

running TimeSet through a shell to call a selected atomic time service and update the system clock. Its

accuracy can be further ensured by installation of the clock regulating program RighTime. TimeGen can

thus provide for many a reliable local alternative to an official atomic time source that might be a continent

or an ocean away. They need only call a local TimeGen station with TimeSet and set their computer clock

from it with the same accuracy they would get by calling an atomic time service themselves (provided the

TimeGen service operator takes the necessary steps to maintain accuracy).

Two major factors limiting the utility of setting a computer clock to an atomic time service, namely the

notorious drift rate in computer clocks (which often made the effort to get highly accurate atomic time seem
not worthwhile) and their poor time resolution, have been eliminated by the release of version 2 of Becket's
RighTime clock-regulating program, which learns and continually corrects for the drift and also provides
.01 second resolution to the DOS clock. TimeSet version 7.10 is aware of the presence of RighTime and is

designed to interact with it for maximum timesetting accuracy.

Table 1. Repeated Measures with the NIST

Conditions:. Line delay enabled
RighTime 2 installed, optimal correction
System clock resolution: .01 second
Calls made in rapid succession

Time before set
15:02:40.02
15:04:51.02
15:06:00.01
15:07:0_).02
15:08:18.01
15:09:20.02
15:10:26.01
15:11:31.01
15:12:36.01

15:13:47.02

Time al_er set Error*
15:02:40.02 .00
15:04:51.02 .00
15:06:00.02 -.01
15:07:09.02 .00
15:08:18.02 -.01
15:09:20.02 .00
15:10:26.02 -.01
15:11:31.02 -.01
15:12:36.02 -.01
15:13:47.02 .00

Calls with zero error: 50%
Calls with -.01 error: 50%

* Error is difference between set time and previous time.
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Table 2. Repeated Measures with the Nawd Observatory

Conditions: Same as in Table 1

Time before set Time after set Error

15:15:32.11 15.15:31.11 .00

15:19:41.10 15:19:41.12 -.02

15:21:11.11 15:21:11.11 .00

15:22:37.10 15:22:37.11 -.01

15:24:07.11 15:24:07.11 .00

15:25:32.10 15:25:32.12 -.02

15:27:02.11 15:27:02.12 -.01

15:28:38.12 15:28:38.12 .00

15:30:02.11 15:30:02.11 .00

15:31:28.10 15:31:28.12 -.02

Calls with zero error: 50%

Calls with -.01 error: 20%

Calls with -.02 error: 30%

Table 3. Repeated Measures with Swedish Time Service

Conditions: Same as in Table 1

Time before set Time after set Error

20:33:10.12 20:33:10.12 .00

20:35:41.10 20:35:41.11 -.01

20:38:33.11 20:38:33.12 -.01

20:40:34.12 20:40:34.12 .00

20:41:54.12 20:41:54.12 .00
20:43:12.11 20:43:i2.12 -.01

20:44:34.11 20:44:34.12 -.01

20:46:14.12 20:46:14.12 .00

20:47:34.11 20:47:34.12 -.01

20:48:50.12 20:48:50.12 .00

Calls with zero error: 50%

Calls with-.01 error: 50%
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Table 4. Calls Alternating between Swedish National

Time g_ Frequency Laboratory and NIST

Conditions: Same as in Table 1

Baseline ca]Is to Sweden

from Seattle, Washington

Error

Sweden .00

Sweden -.01

Sweden .00

Sweden -.01

Begin alternating calls

Error

Boulder .00

S we den -. 01

Boulder .00

Sweden -.01

Boulder .00

Sweden -.02

Ca]Is with zero error: 50%

Ca]Is with -.01 error: 33%

Ca]Is with -.02 error: 17%

Table 5. Calls Alternating between the Naval

Observatory and the NIST

Conditions: Same as in Table 1

Baseline calls to NAVOBS

from Seattle, Washington

Error

Washington -.01

Washington .00

Washington .00

Washington -.01

Begin alternating calls

_lTOr

Boulder -.01

Washington .00

Boulder -.01

Washington -.01

Boulder -.01

Washington .00

Calls with zero error: 33%

Calls with -.01 error: 67%
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Table 6. Results of "round-robin" calls to Naval

Observatory, NIST, and Swedish National Time and

Frequency Laboratory, from Seattle, Washington.

Conditions: Same as in Table 1

Call to: Time before set Time after set Error

Washington 01:08:34.11 01:08:34.11 .00

Boulder 01:09:46.01 01:09:46.02 -.01

Sweden 01:11:08.12 01:11:08.13 -.01

Washington 01:14:33.12 01:14:33.11 +.01

Boulder 01:15:42.01 01:15:42.02 -.01

Sweden 01:17:01.11 01:17:01.12 -.01

Washington 01:18:39.11 01:18:39.11 .00

Boulder 01:19:54.00 01:19:54.02 -.02

Sweden 01:21:16.11 01:21:16.12 -.01

Washington 01:22:56.12 01:22:56.11 +.01

Boulder 01:24:04.01 01:24:04.02 -.01
Sweden 01:25:24.11 01:25:24.13 -.02
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Figure 6. TimeSet 7.10 summary screen. ]f the program ts configured for
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QUESTIONS AND ANSWERS

Ralph Partridge: Los Alamos National Laboratory: We have tried your program before. We
have a need to work with a rather different time format using the same thing. We have written
our own program to do it but we wondered if it is feasible to work with you recompiling with
a different time format?

R. Petrakis: Yes. I will give you my phone number and we can talk.
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A Real Time Clock Correcting Program

For MS-DOS-Based Computer Systems

G. Thomas Becker

Air System Technologies, Inc.

14232 Marsh Lane, Suite 339

Dallas, Texas 75234-3899

Abstract

A computer program is described which effectively eliminates the misgivings of the DOS system
clock in PC/AT-class computers. R_ghTime is a small, sophisticated memory-resident program
that automatically corrects both the DOS system clock and the hardware "CMOS" real time clock
(RTC) in real time. RighTime learns what corrections are required without operator interaction
beyond the occasional accurate time set. Both warm (power on) and cool (power off) errors
are corrected, usuaUy yleMing better than one part per million accuracy in the typical deskiop
computer with no additional hardware, and RighTime increases the system clock resolution from
approximately 0.0549 second to 0.01 second. Program tools are also available which allow
visualization of Righ Time's actions, verijicatlon of its performance, display of its history log, and
which provide data for graphing of the system clock behavior. The program has found application in
a wide variety of industries, including astronomy, satellite tracking, communications, broadcasting,
transportation, public utilities, manufacturing, medicine and the military.

Introduction

Most MS-DOS, PC-DOS and DRDOS users have long ago learned to live. with, and generally

regard as inadequate, the system time-of-day clock that is a standard component of these operating

systems. The typical DOS-based computer system clock exhibits inaccuracies that can range from

a few seconds to several minutes per day, and the system can lose track of days at a time (on Friday,

leave a DOS-based computer running at the office and go home for the weekend; when you return

to the office Monday morning, the machine will very likely tell you it's Saturday). These errors are

the result of a combination of compromises at several steps in the IBM PC design process, circa

1980. The consequences remain with users to this day.

No autonomous RTC hardware was implemented in the original IBM PC announced in August,

1981. Instead, software (partially in ROM-based BIOS firmware and partially in RAM-resident

DOS) counted regular interrupts which were generated by an interval timer. DOS converted

the resulting "tick" count to conventional expressions of time of day when application software

called for it, and, if during a request for the time DOS determined that midnight had passed, it

267



incrementedthesystemdate. Wheneverthesystemwas booted, the date and time was initialized

to 1980/01/01 00:00:00; the user was expected to set both at each boot.

With the introduction of the PC/AT in August, 1984, a hardware clock system -- a Motorola

MC146818 CMOS RTC and some associated circuitry -- was included. The part was powered

by a battery when the system was not operating so it would maintain date and time continually.

Released at the same time, DOS Version 3 automatically read the CMOS RTC clock date and

time at system boot and set its date and tick counts to match; 'aside from that initialization at

boot, the hardware clock was not used. When the DOS date or time was changed by the user,

the change was not reflected in the CMOS RTC clock; it needed a separate setup utility program.

Later DOS versions set the CMOS RTC clock at the same time the DOS clock was set, but the

CMOS RTC clock time was still read, and is still today, only at boot.

No other changes have been made to the time-of-day clock mechanisms of the ATe=lass PC-

compatible computer since 1984, except as have been applied to the CMOS RTC clock hardware

itself. (Dallas Semiconductor and Motorola now produce several compatible lithium-powered

clock modules and Intel and other semiconductor producers have incorporated the RTC logic

within large-scale integrated circuits that support the current microprocessors.) The hardware

manufacturers and software publishers moved on as if whatever few difficulties that existed were

solved with the advent of the PC/AT. The problems were neither solved nor few.

The Problems of The DOS Clock

The interval timer that DOS uses to generate the regular tick that it counts is driven by an

uncalibrated, unconditioned and usually non-adjustable 1.193 MHz source (1.193 MHz is one

quarter of the original PC system clock frequency of 4.77 MHz, and it is also one third of the

NTSC television standard color burst frequency, 3.579 MHz). The interval timer is programmed

to divide that frequency by 65,536 to produce an interrupt rate of approximately 18.206 ticks

per second which determines the resolution of the standard DOS clock, approximately 54.925

milliseconds. DOS allows for the expression of time in 0.01 second increments, but it cannot

internally maintain that resolution nor represent decimal times exactly due to the tick resolution.

DOS depends upon the cooperation of all software that runs on the machine to allow sufficient time

for each interval timer tick interrupt to be counted. This is not always possible, so some interrupts

are missed and are not counted. On a computer whose interrupt system is heavily loaded, the

accumulation of lost interrupts makes the DOS clock appear to run slowly.

The tick interrupt is normally intercepted by a routine in the ROM BIOS which increments a

32-bit tick count in RAM and determines if a value that represents approximately 24 hours has

been exceeded (the tick duration makes 24 hours indeterminable exactly). If so, the tick count is

set to zero and a single bit flag, representing the passing of midnight, is set and provided to DOS

when it next asks for the tick count. These DOS requests only occur when the system is in need

of the current time of day. At that time, if the bit is set, DOS increments the date. If more than

24 hours have elapsed between two requests for time of day, DOS is unable to recognize that more

than one midnight has passed. If the user displays the date after a system has been running, but

idle for more than a day, DOS will indicate that the date is one day after the last day the machine

was used.
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The interval timer has found itself reprogrammed by a number of applications, usually games that

require dynamic video presentations. In these programs, the interrupt that the interval timer yields
is used to refresh the video screen at a high rate. At the termination of the game, the DOS clock

is rarely where it should be. Some of the more responsible programs make an attempt at resetting

the DOS clock to compensate for the game session duration, but others leave it in disarray. If the

game increased the tick rate and left the intercepting BIOS interrupt "hook" in place, the DOS

clock will have advanced greatly; in the worst examples, the rate is left accelerated as well.

The Problems of The CMOS RTC

The CMOS RTC clock resolves only to whole seconds. When DOS reads it at boot, one second of

ambiguity is set in the DOS clock even if the CMOS RTC clock is accurate. Conversely, when the

DOS clock is set, DOS transfers whole seconds to the CMOS RTC clock but makes no attempt

to deal with the fractional part of the seconds, nor does it synchronize the seconds transition, so

even if the DOS clock is set accurately, the CMOS RTC clock won't be.

The CMOS RTC clock is usually paced by a 32.768 kHz quartz crystal which is loaded by a pair

of capacitors. The crystal is often an inexpensive watch-type device, characterized for operation

at room temperature (typically 25 degrees C). At temperatures either above or below the charac-

terized temperature, the crystal's resonance change will slow the clock. The loading capacitors are

generally not temperature compensated and add to the detuning. Except in the case of the modem

CMOS RTC modules mentioned earlier, no provision is made to allow trimming the crystal fre-

quency. Dallas Semiconductor RTC modules are internally trimmed at the factory to -{-20 seconds

per month at room temperature, anticipating an environment that will slow the clock; in use, the

computer system internal temperature is widely varying, ranging from perhaps 10 degrees C when

the system is not powered to 55 degrees C when it is. Dallas Semiconductor's data indicates that

the part can be expected to run as much as 2.5 minutes per month slow at these temperatures.

The CMOS RTC clock oscillator is powered by the system's +5 volt supply when the machine is

powered and by a lower voltage when it is on battery backup. Typically, an additional six parts

per million error can be expected when the clock is running on battery power.

The CMOS RTC clock part provides an option that will automatically advance or retard the

time at 0200 on the appropriate Sunday morning when Daylight Savings Time and Standard

Time, respectively, start in the USA. This feature is usually not used, since no mechanism to

invoke it exists in DOS. DOS does, nevertheless, include a bit in its internal time data structure

that indicates whether this automatic time change feature is enabled or not (many documents

incorrectly state that the bit indicates that the time is Daylight Savings Time). The rule was

changed in 1986 and many computers -- even current models -- contain parts that still adopt the

pre-1986 rule. Even if the feature is enabled, many machines will change on the wrong Sunday

morning in April (the last rather than the first). Dallas Semiconductor's DS1287 RTC module was

introduced with the currently correct rule. Motorola corrected its part with the announcement of

the MCCS146818B1M RTC module in 1991.
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The Solution to the Problems

RighTime approaches the solution to these problems by making best use of the better qualities

of each of the two clocks. Two foremost qualities of the CMOS RTC are its relative stability and

its autonomy. The DOS clock has a high resolution interval timer available to it, although its

availability is conditional, subject to loss of power and to software that commandeers it.

With these resources, RighTime does four fundamental things:

1. RighTime slaves the DOS clock to the CMOS RTC, frequently referring the DOS date, tick

count and interval timer count to the CMOS RTC date and time;

2. RighTime operates the interval timer in a disciplined mode that allows deriving a higher

resolution than standard while maintaining the standard tick rate and count for compatibility;

3. RighTime maintains accuracy by regularly calculating and applying corrections to the DOS

clock and adjustments to the CMOS RTC; and

4. RighTime intercepts and monitors time set commands to learn and refine the CMOS RTC
correction rate.

RighTime is loaded each time DOS is booted, makes itself resident in system memory, and hooks

a number of system interrupts. (A hook is a logical tap in the execution chain of some specific

event or class of events.) For its time-keeping tasks, RighTime hooks an interrupt from the CMOS

RTC, one from the interval timer, and several that convey the time set and read commands from

an application program or the user to DOS. Other interrupts are intercepted to disallow functions

that could otherwise change resources that RighTime must exclusively control. Since DOS is

not ordinarily a multitasking operating system, several other interrupts are hooked to determine

when system activities are momentarily idle. These logical pauses are often very brief, but occur

frequently and allow RighTime to do its manipulations as a transparent background function

without noticeably affecting work that is ongoing in the foreground.

The CMOS RTC is programmed to produce an interrupt once per second, immediately after its

internal seconds update. Every four seconds, RighTime reads the CMOS RTC date and time,

calculates the equivalent DOS clock values, and sets the tick count and interval timer count and

mode accordingly. This regular update prevents the DOS clock from wandering far from the

CMOS RTC time and corrects whatever ills might come from a game or other application that

reprograms the interval timer. Between these periodic updates, the DOS tick count is incremented

by the BIOS interval timer interrupt handler -- just as it is without RighTime -- and is available

to those programs that use the tick count directly.

RighTime augments the routines that handle the conversions of tick count to time-of--day and

time-of-day to tick count with its own routines. These routines process the Get DOS Time and

Set DOS Time functions, respectively, and provide resolution that far exceeds the 0.01 second

resolution of the DOS clock data structure. Any program that gets the time via the DOS calls will

benefit from the additional resolution that RighTime provides.

Although the CMOS RTC is relatively stable, its rate is rarely highly accurate. Since, under

RighTime, the DOS clock mimics the CMOS RTC, the DOS clock would exhibit the same rate

error unless corrected. RighTime handles this by incorporating a calculated correcting offset in
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each of the DOS clock updates. The result is a deliberately increasing divergence of the two clocks.

Assuming that the corrected DOS clock rate is accurate, the CMOS RTC must be occasionally

adjusted to match the DOS clock. The CMOS RTC is advanced or retarded when the difference

between the two clocks has reached one second; the DOS clock offset is adjusted accordingly. If

the DOS clock is set to the correct time, and the CMOS RTC rate correction is proper, the result

is a DOS clock whose expression is within 0.01 second of the correct time and a CMOS RTC that

is within one second of the correct time. Actually, the calculated DOS clock offset is bipolar, so

the CMOS RTC is never more than +/-0.5 second from the correct time.

Since the CMOS RTC rate can vary with changes in temperature and voltage, the theoretically

perfect correcting algorithm would account for both in appropriate complex terms. In practice,

two rates are maintained by RighTime, and suffice; one represents the system power-off state and

the other represents power-on. We refer to them as "cool" and '%varm", though, since most users

seem intuitively familiar with temperature effects. RighTime applies a single calculated adjustment

when it is loaded at system boot that corrects for CMOS RTC error that accumulated while the

system was in the power-off state; if the program has not been running for more than 30 minutes,

the cool correction rate is employed, otherwise the warm correction rate is applied. With that

exception, the warm correction rate is used in each DOS clock update.

The CMOS RTC rate correction values are learned. RighTime assumes that whenever the DOS

clock is set, it is set accurately. At the moment of set, then, the existing DOS clock error is

a function of the CMOS RTC rate error, the current cool and warm correction rates, the time

elapsed since the last accurate time set, and the ratio of warm and cool operation in that period.

The correction rates are refined with each time set, yielding decreasing error as they close on the

"ideal" values. These values, and others that are necessary for the process, are stored in a suitable

place within the machine hardware or in a small dedicated file.

For those users who want one less clock to change twice each year, RighTime offers support for

the American Daylight/Standard time change feature of the CMOS RTC. Since the change itself

is handled by the hardware, the program does not need to be running when the change needs to

occur. The user is cautioned, though, that the change might not occur on the prescribed day in

April due to an outdated hardware component.

Although RighTime can usually be used effectively with the defaults, the program accepts a wealth

of options and user-provided parameters that can detail the function to a specific machine environ-

ment, and a logical interface is included that allows the time setting functions to be automated.

A system can be easily designed that will continually adjust itself to 'a slowly changing opera-

tional environment as might be encountered with seasonal temperature changes at a remote data

acquisition site.

Conclusion

RighTime is an effective software solution to the poor time-keeping performance of the PC/AT-

compatible, DOS-based computer system. The cesium beam and hydrogen maser clock industries

will remain unchallenged by your computer, but it should be easy to achieve error rates of 0.5

second per week or better. We regularly hear reports of one tenth of that error rate from stable

systems, but these represent the best that can be expected in the current form of the program.
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The current version (v2.46) requires only 6.5K of RAM, and the program can be loaded into high

memory.

RighTime is a commercial software product that is currently distributed via shareware. An evalua-

tion copy is available electronically on the Air System Technologies BBS, 214//869-2780 (300-9600

bps, 8N1), free of charge. The evaluation program is fully functional and may be used for up to

30 days. Usage beyond that period requires payment of a registration fee.

Development of the RighTime process is ongoing. We anticipate reliable accuracies on most hard-

ware to exceed 0.001 second, allowing DOS clock time to be expressed to the millisecond in a

future revision. An OS//2 version is in planning, with a summer 1993 anticipated delivery.
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Standard DOS Clock v Righ Time-DOS Clock
DOS Clock - CMOS RTC (as reference)
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Figure I. Comparison of the uncorrected, standard-resolution DOS
clock to the RighTime-corrected DOS clock. The data is the
difference between the indicated DOS clock time and the

CMOS RTC time, measured at the moment of the CMOS RTC

seconds update. The broad swath of the standard DOS clock
is due to its inability to express decimal time values as a

result of its poor resolution. The general downward trend
results from the combined rate error of the DOS clock and

the CMOS RTC. The comparatively fine, stepped RighTime-

corrected DOS clock data shows the tight regulation

(typically well within I ms) and the deliberately increasing

applied time offset that compensates for the CMOS RTC rate
error. These data were taken from a machine whose CMOS RTC

runs about four seconds per day slow.
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C:_T2>r |girt ime

RigbTime: Indicated DOS clock date and time is 1993/81/85 28:54:31.91.
RighTime: ga_ correction _ate is -8.62 second per day.
RighTise: Cool correction is defeated. All adjustments use uars rate,
RighTime: C_rrent applied DOS-CHOSRTC offset is -8.83 second.
RighTime: _st DOSclock correction uas 1._ seconds ago.
RigSTime: I,zst CHOSRTC adjust,ent was 8.87 hour ago.
RighTime: Last timeset was 1.94 hoozs ago.
RighTime: S_ack A headroom is 146 bgtes; Stack space used is 62 bptes.

Stack D headroom is 15B bg_es; Stack space used is 58 bgtes.
RighTime: _=Help; Uersion 2.46; ])_ELOPM_TAL PROCJ_t_M:DISTRIBUTI_ PROHIBITED
RighTime: Copyright 1991-92 GTBecker, Dallas 214/482-9660. fill Bights Reserved.
RighTime: Selftes_ passed.

RighTime: _* nlread9 resident. **

C: _T2>testt ime

Tes_Time: Version 2.46; DE_LOPHEFITfiLPBOG_H: DISTR[BUT]OId PROHIBITED

TestTime: Copgright 1991-92 GTBecke_, Dallas 214/482-9_. fill Riglrts Reserve.
Tes_Time: BighTime v2.46 is resident.
TestTime: CNOSRTC mode is normal.

TeaTime: "fippl" data is the curren_ DOS-CPIOSBTC o£fset applied by BighTiee.
'1leas" data is the current DOS-CIIOSRTC offset measured b9 TestTime.

Tes_Time: If = in CIIOS data below is flashing, CHOSRIC interrupts are norml.
Y]askin9 ! indicates _he moment _ DOSclock correction.

TeaTime: _ess an9 keel to exit.

Test Time: _OS =938105:28: 55: 46 DOS--938185:28: 55: 46.54 !AVp I =-B. 83 lleas =-08.03B1

C:_T2>test incr

TestInc_: _rsion 2.45 Cop_igbL 1991-92 C_ecker, ])alias. fill Rights Reserved.

Testlr_r: Difference of successive unique DOSclock reads (seconds):
58.49 - 58.48 = 8.81

Tes_Llncr: _ere _ez_e 580 unique values over 5 seconds, or 189.1]1_0 per second.
Test[ncr: _e averse increment ovee this period _as 0.01_ seconds.

Figure 2. Screen prints of RighTime (when resident), TestTime, a
diagnostic program, and TestIncr, a DOS clock resolution
verification program. A log program (not shown) also
displays all system time-related activities while RighTime
is resident.
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QUESTIONS AND ANSWERS

J. Levine: NIST:. It should work just as well; you have done a very nice job with it. There

are two comments that I was going to make which have nothing to do with your program,
rather with people who might not realize two consequences of your program. First of all is
that if your clock is fast, then your program will be continuously setting it backwards. That
may confuse utilities like MAKE and that is not a bug of the program. That is simply a
feature that you just have to be aware of, that you can wind up in which a derivative file is a
time that is earlier than is apparent; because the clock was set backwards. The second thing
that I wanted to point out is that there are some versions of that real time clock chip which
have an incorrect daylight saving time algorithm. They used the old U. S. daylight saving time
algorithm rather than the new U. S. daylight saving time algorithm. If you have the older type
PC's and you do not call somebody you will be wrong by an hour for a few weeks in April.

G. Becket, Air Systems Technologies, Inc.: Yes, as a matter of fact the Motorola MC146818
was unfortunately modeled; it uses the old rule, it went out of date in 1986. It unfortunately
was modeled by many of the VLSI manufacturers for modem machines, so we have machines
that were designed in 1990 and manufactured in 1991 that use a 1986 rule. The Motorola
chip has been fixed. There is a 146818 MCCS1B, I think that has the new rule in it and
the Dallas Semiconductor DS1287 series are also correct. You are quite right if you adopt to
use this slash A option on the command line level and you find that the clock has suddenly
sprung forward. It will miss the first Sunday, instead will spring forward on the last Sunday of
April. It is not the program's fault. It is either an old chip or you can blame your hardware
manufacturer for not being up to date. It still is a very common error. I think it was published
in Computer Language Magazine, which went to great lengths to publish an algorithm so you
could adopt this erroneous rule in C language.

G. W'mkler, USNO: I have two questions and one comment. The comment is first. Since
there are several computer people here, we have to do something about that awful custom
of calling the Gregorian Date a Julian Date. It has been somehow introduced about 20 to

25 years ago to call the day of the year and the year combination the Julian Date. This
is of course a Gregorian Date. There is complete confusion about this; there is a modified
Julian Date which we discussed before. There is a Julian Date in use for the last 400 years in
astronomy. I think you ought to keep these things clearly separated. That is the first thing.
Another question is what happens when you have your computer turned off and then is turned

on. The rate of your CMOS clock would be different because of the different temperature
inside the computer. Does your program correct for that also?

G. Becker: There are actually variables. One is temperature and the other is the power supply
voltage. The clock module falls back to usually 3.6 volts (a lithium cell). Sometimes, however
it is backed up by four AA ceils, or something like that (six volts). In any event, the voltage
changes as does temperature. Yes, Right Time developed both warm and cool corrections and
will, given enough opportunity, correct adequately for both of those.

G. W'mkler: That is wonderful and I am really impressed by that. Now comes another question.
I have three operating systems on my computer; DOS, OS2 and Coherent. Of course, I boot
up alternately by using the Boot Manager. Is it correct to say that your program will only
come into action when we boot using the ALT Executive file on drive C?

G. Becker: Yes, at this moment, it is only in a MS-DOS program. There is an OS2 version
coming that will be executionally compatible. You will be able to switch between those two
operating systems. The data that one produces can be used by the other. Going into a third,
perhaps UNIX or some other operating system, Right Time will not be running. However,
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there is a facility so that you can tell Right Time when you come back into either of the
operating systems that it will run in, that it has not in fact been comatose. The system still has
been running and warm and so it will not mistake that dead period for a cool correction but
instead apply the appropriate warm correction to span the lapse of the real time correction.
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Abstract

We wiU discuss several methods for c}mraeterizing the performance of clocks with specml

emphasis on using calibration information that is acquired via an unreliable or noisy channel.
We will discuss time-4omaln variance estimators and frequency-domain techniques such as cross-
spectral analysis. Each of these methods has advantages and limiteeions thee we will iliustreee
using data obtained via GP$, ACTS and other methods. No one technique will be optimum for
aU of these analyses, and some of these problems cannot be completely characterized by any of the

techniques we will discuss.
We will also discuss the inverse problem of communicating frequency and time corrections to a

real-time steered clock. Methods have been developed to mitigeee the disastrous problems of data
corruption and loss of computer control.

Introduction

Measuring the time or frequency of a clock inevitably involves transmitting the clock signal through

a channel of some sort. The channel may consist of nothing more than a measurement system if

the clock is nearby, while the channel for a remote clock is likely to be much more complex. In

either case it is important to characterize the performance of the channel and to remove its effects

if possible. This is quite difficult to do in general; we will discuss methods that are useful in several

important special cases. None of these methods is optimal in all situations.

Differential Comparisons

One of the simplest methods of separating the contributions of the channel and the clock is to

observe the same clock through two nominally independent channels. Figure 1 shows the difference

between two channels, each of which is measuring the time of a single cesium standard with respect

to a reference oscillator. Since the input signals are identical, the difference should consist primarily

of a constant value that depends only on the differential delays in the cables and the measurement

'Contribution of the US Government and not subject to copyright.
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hardware, and a mean value has been removed from the data set to account for this. The residual

fluctuations are channel noise. If the channels are independent and identical, we can estimate the

channel performance by assigning 50% of the remaining variance to each channel.

We may characterize the data of Fig. 1 using the standard two-sample (Allan) variance. The

magnitude of the Allan variance is 6 × 10 -16 at 2 hours, and it decreases approximately as 1/V_

for longer times (Fig. 2), suggesting that the difference between the two measurement systems
can be modeled as white frequency noise. Although this is not impossible, the response of the

hardware is more likely to be approximated by white phase noise, which would fall off more

rapidly with averaging time. If we assume a white phase noise model for the channel, then the

observed excess power at long periods must be the response of the channel to some other signal.

The more detailed analysis below shows that the measurement systems are in fact responding to

fluctuations in ambient temperature.

The air temperature in the vicinity of the measurement hardware is shown in Fig. 3; there is a clear

qualitative correlation between these data and the data of Fig 1. This temperature sensitivity may

be quantitatively estimated using correlation analysis in either the time or the frequency domains.

Analysis in the Time Domain

The simplest assumption is that the measurement hardware responds linearly to fluctuations in the

ambient temperature, possibly with some time lag. If R(t) is the perturbation in the measurement

at time t when the ambient temperature differs from its long-term average value by T(t), then we

estimate R(t) by

l_(t) = CoT(t) + C1T(t - r) +... + CkT(t - k_-). (1)

The parameter r is the time interval between measurements of both R and T. The Ck coefficients

in eq. 1 are usually called admittances. They are generally not linearly independent of each other

since the temperature series itself has a non-zero auto-correlation at finite lag. As a result, it

is usually sufficient to use only a single term on the right-hand side of eq. 1. This choice may

also be necessary to achieve numerical stability in the solution if the auto-correlation function of

the temperature varies only slowly with lag time (which is the usual situation). We can estimate

both k and Ck in the simple 1-term case by finding the value of k for which the cross-correlation

function < R(t)T(t - k) > is an extremum. The value of the cross--correlation for this value of

k divided by < T(t)T(t) >, the variance in the temperature series itself, is then an estimate of

Ck. The sharpness of this extremum depends on < T(t)T(t - k) >, the auto-correlation of the

temperature function, and on how well eq. 1 models the variance in the measurement channel.

We have computed the cross correlation between R and T (data in Figs. 1 and 3), and the result

is shown in Fig. 4 as a function of lag kv, where r = 2 hours. We find a clear extremum at

about k = 2; the normalized admittance at that lag is -6.59 ps/°C. As we should expect, the

extremum is rather broad because the temperature changes slowly in time and peaks at a non-

zero lag because of the thermal inertia of the measuring hardware. We can use eq. 1 to model

the temperature-induced variance in Fig. 1 and to remove the temperature-dependence from the

data. This operation reduces the Allan variance by a factor of 3 and whitens the time difference

data by removing much of the longer-period structure. The Allan variance now decreases more

rapidly than 1/v/_, suggesting that we are approaching the underlying white phase noise of the
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channel. There is still some residual long-period structure in the measurements, however, and we
can do better.

Analysis in the Frequency Domain

The constant time-delay used in eq. 1 is phenomenologically useful, but does not accurately model

the actual system. We inserted the delay to model the thermal inertia of the hardware, but this

inertia does more than just introduce a time delay--it also acts as an integrator of the fluctuations

in the ambient temperature. This integration acts as a low-pass filter. In addition, the correlation

analysis does not recognize that both of the time series have high-frequency uncorrelated noise

which nevertheless contributes to the computation. Both of these considerations imply that the

actual admittances are likely to decrease at higher Fourier frequencies (shorter period perturba-

tions). This dependence is not incorporated into eq. 1, which estimates a frequency-independent

average admittance. The admittance estimated using that model is therefore likely to be too small

at long periods where the temperature fluctuations are significant and too large at short periods

where the data are largely noise due to other causes.

The simplest way of incorporating these considerations into the model is to assume a linear

frequency-dependent admittance. If R _ and T / are the Fourier Transforms of R and T, respectively,

then the admittances will be estimated to satisfy

R'(f) = Cl(f)T'(f), (2)

where C_(f) is the admittance as a function of frequency. The admittance at each frequency may
be complex to incorporate both a magnitude and a phase shift; the phase shift is the frequency-

domain analog of the time delay in eq. 1.

If R _ and T _ are computed using standard Fast Fourier Transform methods, then each will have n

degrees of freedom, where n is the number of points in the time-domain functions R and T. (These

frequency-domain degrees of freedom are normally assigned to n/2 amplitudes and n/2 phases,

but other assignments are possible.) Equation 2 can then be solved for n/2 complex admittances,

all of which will be approximately linearly independent of each other:

c,(f) _ R'( f)
T'(f) (3)

This process would reduce eq. 2 to an identity, but it would result in an admittance estimate that

was not physically reasonable, since C(f) should not vary rapidly with frequency. We can intro-

duce this constraint by averaging C'(f) both in frequency and in time. The frequency averaging is

motivated by the fact that the hardware and its surroundings are a non-resonant thermal system

and cannot have a response that is a rapidly-varying function of frequency. The time-averaging

recognizes that the admittance to temperature should depend on the mechanical and electrical

design of the system and its surroundings and should therefore be time-independent. (This latter

condition may not be true if the system is also sensitive to the spatial gradient of the temperature.

This quantity may vary in time even if the temperature does not.)
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It is possible to satisfy both of these averaging criteria simultaneously by breaking the time series

into blocks and by averaging the admittances computed in each block. The blocks are usually

chosen to be consecutive, non-overlapping subsets of the data. The frequency resolution of a

Fourier transform is inversely proportional to the length of the input time series, so that shorter

blocks implies a wider bandwidth for each estimate and hence greater frequency averaging. In

addition, as the length of each block decreases the number of blocks in a given data set increases,

thereby increasing the number of admittance estimates that are averaged to yield the final value.

The admittances that make up each average are computed using data from different times, resulting

in an averaging of the admittances over the time period of the full data set.

Fig. 5 shows the coherence between the two data sets as a function of frequency. The coherence

is simply the average of C_(f) computed as above and then normalized by the average power in

the time series at frequency f. Each block contained 64 measurements (128 hours). If C'(f) = 1

then the two series are perfectly coherent at that frequency, which means that there is a constant

relationship between the two amplitudes and phases. A measurement of the amplitude and phase

in one series can be used to construct a perfect prediction of the corresponding parameters in the

other. Note that C(f) = 0.82 at very low frequencies, so that most of the observed variance in the

time difference data at low frequencies is due to temperature fluctuations and could be removed

using the temperature observations. The rather surprising peak in the coherence at 1.25 c/day

is not a resonance -- it is due to the fact that the temperature spectrum itself has a peak in its

power spectrum at that frequency, perhaps because of harmonics generated by the interaction of
the underlying diurnal temperature cycle with the slower weekday/weekend cycle.

The admittance analysis shows that the effects of temperature are largest at periods of several

hours and longer, and it is possible to remove these effects from the data by low-pass filtering

the temperature data and then subtracting them from the time-difference measurements with a

time shift of a few hours as indicated in the previous analysis. The coherence analysis is used to

estimate the characteristics of the filter function and the scale factor that should be applied to the

low-passed data.

Discussion

Each of the preceding analyses modeled the data differently. A two-sample Allan variance com-

putation, for example, is most useful if the power spectrum of the variance in the data set can be

approximated by a polynomial in frequency. The correlation analysis models the relationship using

a constant time-delay independent of frequency, and is usually appropriate only if the data to be

examined are band-limited signals with appreciable broad-band coherence. The frequency-domain

analysis is the most general of the three approaches, but it may produce numerically unstable esti-

mates without lots of averaging. In addition, the coherence estimates are not normally distributed

if the "true" coherence is small -- the estimates tend to be too large when the actual coherence is

less than about 0.55. While all describe the same data set, the interpretations are quite different

in each case.

A common assumption in all of the analyses is that the characteristics of the data set are time

invariant, so that the entire series can be described by a single set of global parameters. These
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methods will not be useful for modeling isolated transmission errors, for example, and problems

of this type must be treated with some form of time-dependent analysis. Kalman techniques

and moving-average models are well-known methods of detecting these problems, but all of these

methods tend to require surprisingly large quantities of data to function reliably. Since there

is no reliable means of predicting when a glitch will occur, the measurement interval is usually

driven by how long a large glitch can be allowed to remain undetected rather than by the more

usual statistical considerations derived from an Allan variance computation. This problem is more

difficult than the choice between Type I and Type H errors in conventional statistical analyses

because the magnitude of a channel error is not governed by a statistical distribution and is at

least potentially unbounded.

Another situation that is difficult to model using the techniques we have described is a channel

that has significant multi-path effects, such as a radio channel or a wide-area computer network.

There is a lower bound but e_entially no upper bound to the channel delay in both of these

situations, so that it is not the mean but the minimum value of a group of measurements that is

an invariant of the system and hence represents the "correct" delay. The mean is unbounded in

principle, but it will always be too large even if some artificial bound is enforced. The channel

delay can be estimated by comparing measurement data received via several independent routes,

but it is often quite difficult to construct several independent channels to the same system since
the local hardware tends to be common to all of these channels.

Application to a Steered Clock

Time-difference data are often used to steer a remote clock so that it is kept on time or on frequency

with respect to some other system. Although the channel is "inside" this servo loop in principle,

the loop gain does not attenuate offsets and phase shifts of the type we have been discussing. These

offsets in the measurement channel are transmitted to the control system without attenuation. In

addition, the control loop must be designed to minimize the effects of a channel failure.

Both of these problems tend to be more serious if frequency steering is used, since the measurement

error or channel failure is converted to a control signal whose effect grows linearly with time.

Although time steering does not have this problem, it introduces step-like discontinuities into

the output of the steered device which complicate the analysis of its performance and degrade its

spectral purity.

Our steered clock_ are currently controlled tL_ing a combination of time and frequency steering.

The frequency component of the steering is designed to control the long-term performance of the

clock while the time corrections have a limited range and are only intended to compensate for the

short-term fluctuations in the output. The steering system that realizes UTC(NIST), for example,

is steered in this way. Using a measurement interval of 12 minutes, the average time correction

that must be applied is 200 ps. The frequency steering is designed to realize UTC(NIST) in long

term, so that if the system fails, the divergence of the output from UTC(NIST) is on the order

of ns/day and is governed by the free-running stability of a cesium standard rather than by a

frequency steering command that was intended to be applied for 12 minutes but in fact remained

in force because the channel failed. The performance of this servo is nearly optimum in the sense

that the short-term (< 2 hours) RMS deviation in the steered output is essentially the same as the
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frequency noise in the cesium standard itself while the long-period performance is better than this

and is limited by the performance of the AT1 time scale that is used as the reference for estimating

UTC(NIST).
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Fig. 1. Time Difference Between Two Channels
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Fig. 5. Coherence as a Function of Frequency
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QUESTIONS AND ANSWERS

J. Barnes, Austron Incorporated: First a comment on using regression analysis on data that
has low energy content and not looking at the residuals to finally tell you the residuals are not
white which says the regression should not be believed anyway.

$. Levine, NIST:. I agree but I am not sure what you ...

J. Barnes: Take two random walks that are independent of each other, they are most certainly
highly correlated. The task of looking at the residuals that are white tells you they are a poor
model.

J. Levine: In this case, I pass that test. I do not have the data but the temperature really
does work. The residuals are really white.

J. Barnes: You maybe right, but I would be surprised if it were. It obviously has too much
energy at the low frequencies.

$. Levine: Let us discuss this after this meeting.

C. Jacques, N"RC, Canada: I am not sure if I understood very well your experience of steering
the ( ? ) network but I am a bit surprised by a meterology laboratory like NIST Time Division
could steer clocks by a network on which they have no control.

J. Levine: Yes.

C. Jacques: So, what was the purpose of the experiment?

J. Levine: This is not what we intended to happen. Namely we did not know this when
we started. This is what came out. This was a test of how well we could send packets and
get them received. It was not a test of problems in the Internet. This is the NIST primary
backbone; this is the real lnternet or what we have. It has now been upgraded to ( ? ) but
at the time it was totally saturated but nobody knew it.

G. Zampetti, Teleeom Solutions: The last result, the failure, so to speak! As I look at that
data, if you change the scale to a different scale that is not quite tenth's of a second but the

shape and the ( ? ) characteristics looks exactly like data you would see coming out of a
DS1 timing signal generically anywhere in the telecommunications network. So we talk about

this real life scenario where things get overloaded, buffers are mismanaged, SONET is going
to come down the pipe with pointers. All these erratic adjustments makes the channels truly
a challenge. This is real life for some people.

J. Levine: I agree with you. Those are exactly SONET slips. They are the same as SONET
slips - they come from the same thing. They are basically the same. There is a way of dealing
with those slips but it is extremely complicated. It is an ad hoc kind of basis and basically
in order to cope with a slip like that you have to have a better model of what your local
clock is doing. So you have confidence that when you detect a slip that really was a slip. In
fact we manage to get something out of that kind of data using that kind of model. I think
the SONET problem has different aspects. I would suggest that a SONET problem can be

approached a different way.

S. Stein: I would reiterate what George Zampetti just said that in fact it really did not matter
in the first part of Judah's talk that he was talking about picoseconds and the last part about
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seconds. The whole problem scales, the problems are so similiar; analysis techniques are really
what is important here and it can be applied to your situation; whatever your problems are
and whatever the level of performance of your system is.
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Introduction

Tile term clock is usually u_d to refer to a device that counts a nearly periodic signal. A

group of clocks, called an ensemble, is often used for time keeping in mission critical applica-

tions that cannot tolerate loss of time due to the failure of a single clock. The time generated

by tile ensemble of clocks is called a time scale. The question arises how to combine tile times

of the individual clocks to form the time scale. One might naively be tempted to suggest the

expedient of averaging the times of the individual clocks, but a simple thought experiment

demonstrates the inadequacy of this approach. Suppose a time scale is composed of two noise-

less (:locks having equal and opposite frequencies. The mean time scale has zero frequency.

However, if either clock fails, the time-scale frequency immediately changes to the frequency

of the remaining clock. This performance is generally unacceptable and simple mean time

scales are not u_d.

This paper will first review previous time-scale developments and then present some new

methods that result in enhanced performance. The historical perspective is based upon several

time scales: The AT1 and TA time scales of the National Institute of Standards and Technology

(NIST), the A.I(MEAN) time scale of the US Naval Observatory (USNO), the TAI time scale

of the Bureau International des Poids et Measures (BIPM), and the KAS-1 time scale of the

Naval Research Laboratory (NRI,). The new methods have been incorporated in the KAS-21

time scale recently deveh)ped by Timing Solutions Corporation. The goal of this paper is

to present time-scale concepts in a nonmathematical form with as few equations as possible.

Many other papers and texts discuss the details of the optimal estimation techniques that

may be used to implement these concepts.

Clock Models

The perfect integrator is widely used as the mathematical model representing a precision clock.

The fimdamental model describes the continuous states of the clock. The time (or phase) is

the integral of the frequency and the frequency is the integral of the frequency aging. For

1KAS is a tradename of Timing Solutions Corporation
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some clocks, the frequency aging state may be zero for all time and can be deleted from the

model. Most often, the continuous model is integrated to form a discrete model that is an

explicit function of the time between observations. Let us call the phase-time of the clock x,

the dimensionless frequency of the clock y, and the frequency aging, w.

discrete deterministic model as tbllows:

Then we write the

_2

xi( t + 5) = xi( t) + Syi( t) + _ w,( t) (la)

Yi(t + 5) = y,(t) + 5w,(t) (lb)

wi(t+5) = wi(t) (lc)

We will also use two special symbols: &/(t I t) is the estimate of clock i based on all data through

time t and &i(t+ 5 !t) is tlm forecast of clock i at t+ 5 based on all data through t. The perfect

integrator deterministic model is not always used. Several investigators have used the APdMA

modelling technique to study clocks [1,2]. This approach may use the perfect integrator model,

or it may use model identification techniques to fit a model to the observations.

There are several methods of including the effects of noise on the system. One way is to

add a random shock on the right hand side of each line in Eq. 1. These shocks are assumed

to be uncorrelated in time and cause each clock state to behave as a random walk. This type

of noise model is most commonly used for both Kalman filtering and ARIMA modelling of

precision clocks. An alternative noise model was used as the basis for A.I(USNO,MEAN). In

this model the frequency is given by a series of steps plus white noise. The frequency steps

occur at random times. Mixtures of the two approaches have also been used and there is not

yet a definitive answer to the question of what is the optimal noise model for precision clocks.

Review of Prior Techniques

With only one exception, all the major time-scale algorithms use the same approach to

combine the individual clock times into the time scale. The current estimates of the clock

times with respect to the time scale are determined by the requirement that the weighted sum

of the differences between the clLrrent time estimates and their predicted values is zero. The

mathematical expression of this requirement is called the basic time-scale equation:

N N

a,&,( t + 5It + 5) = _, a,_,( t + 5It) (2)
i=1 i-1

If optimal estimation techniques are used as the basis for prediction, the differences between

the current estimates and tlm predictions form a white sequence and averaging is the appro-

priate method of combining the contributions from different clocks. Combining the residuals

instead of the (:lock times themselves results in time continuity upon addition or deletion of

clocks. The basic time-scale equation is also responsible for establishing the weights, ai, that

control the contribution of each clock to the time scale.

The only time-scale algorithm that doesn't use the basic time-scale equation is TA(NIST)

and a similar algorithm called the Composite Clock. This algorithm defines state equations
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that describe the time evolution of the states of the ensemble members including the effects

of noise. Optimal statistical techniques are used to estimate the times of each constituent

clock. However, the results are not good. In fact, the estimation problem of TA(NIST) is

underdetermined. This situation results from the failure of the algorithm to implement the

t)asic time-scale equation or some alternative and is not the result of the statistical estimation

techniques (Kalman filter) that are employed. As a result, the effective weighting that controls

how the clocks are combined is different from the intuitive weighting schemes used in the other

algorithms and can't be controlled by the user. In addition, the time scale is hard to manage.

Addition of new clocks is a particular problem. Another time scale called the Composite Clock

is used to compute GPS time. It is based on the TA(NIST) approach and suffers from the

same problems.

The question of how to form the forecasts needed by the basic time-scale equation has

been ignored throughout the preceeding discussion. Unfortunately, the same question was not

dealt with sufficiently carefully by any of the time-scale algorithms. Instead, ad hoc procedures

have been used to estimate the clock freqlmncies used in predicting the future clock times.

The ad hoc procedures limit time-scale performance. In particular, these algorithms do not

solve the problem of how to form a time scale that has optimum performance for both long

and short sampling times when some clocks have good short-term stability and others have

good long-term stability. Recent developments, described in tlm New Techniques section, have

eliminated this limitation.

New Techniques

The problem of determining the clock times and frequencies would be trivial if it were

possible to make absolute time measurements of the clocks. However, it is only possible to

measure the time differences between pairs of clocks. This situation may be described by

saying that the states of the (:locks are not observables of the system. One way to view the

problem is as follows. Each clock is perturbed by two noise inputs at every obser_ration. One

random shock contributes to the evolution of the clock time and the other to the evolution

of the clock frequency. Suppose that there are N clocks that have no noise on tlm frequency.

Then there are N-1 clock time difference measurements. One cannot uniquely determilm the N

random shocks that perturb the time. However, when one uses the basic time-scale equation in

addition to the N-1 measurements, ttmre are N relations among N unknowns and one obtains

a unique estimate for each random shock and therefore for the clock times themselves.

At first it might appear that, knowing the times, one may unambiguously calculate es-

timates of the clock frequencies. However, this is not the case. when there are independent

noises on both tlm time and the frequency states. The time difference measurements, together

with the basic time-scale equation, suffice to determine the total noise input to each clock's

time. However, that total noise input is composed of a direct contribution to the time and a

contribution via the noisy frequency. There is insufficient measurement information to sepa-

rate these two noise sources. Thus, with certain limitations, there is freedom in determining

the clock frequencies. For example, one could require that all the frequencies are zero for all

time and still be consistent with all the measurements. The problem is how to allocate the
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noise between the time and the frequency states.

The allocation of the noise between time and freqlmncy is partially accomplished by requir-

ing that the model of each clock has the appropriate statistics. This requirement is sufficient,

fi>r example, to exclude the case of all clocks having constant frequency but is not sufficient

to allocate the frequency noise on a detailed basis in such a way that the time scale has all

the desired properties. If nothing further were done, the frequency noise would be allocated

according to the weights used in the basic time-scale equation. Independent detailed allo-

cation of tlm frequency noise is accomplished by adding a supplemental time-scale equation

that al_ guarantees that the time-scale frequency is continuous when clocks are added to or

dropped from the ti_m scale. By analogy with the clock times, one requires that ttm weighted

sum of the differences between the current frequency estimates and their predicted values is

zero. Tim same technique must be extended to the frequency aging state if it is nonzero. The

supplemental time-scale equations are written:

N N

Z t,,y (t + elf + ,s) = Z + t)
i l i:1

N N

c,_,,(t + 5It + b') = _ c,_,(t + 51 t)
_:l i=1

(a)

(4)

The basic time-scale equation and tile supplemental time-scale equations have been in-

corporated in the KAS-2 time-scale algorithm developed by Timing Solutions Corporation.

Using this approach, each clock's contribution to the time-scale is determiimd by a set of

weights, one for each state that is perturbed by noise. There are always at least two weights

per clock. As a result KAS-2 may be independently optimized in both the short term and

the long term. It can therefi_re utilize clocks with very different frequency stability without

degrading tile stability of the time scale. U. S. Patent 5,155,695 has been isslmd covering time

scale systems utiI_ing the supplemental time-scale equations. Other patent applications are

pending.

Implementation

There are two basic approaches to time-s<:alc algorithms -- real time v.s. after the fact.

Rt, al-time algorithms are required for applications that 1reed a physical signal derived from

the time-scale. This is true, for exaInple, if the time-scale is used to provide stable and

fault tolerant time and fi'equency for a communications network. Other applications are

amenable to post processing of the data. In this case it is possible, in principle, to com-

pute time-scale estimates with smaller mean-squared errors since more data are available.

TA(NIST), A.I(MEAN,USNO), and ALGOS(BIPM) are computed after the fact. They do

not use smoothing techniques but they do ttse both subjective and objective techniques to

detect "unhealthy" clocks and modi .fy the ensemble membership before performing the final

time-scale estimates. KAS-I(NRL), KAS-2(TSC), and ATI(NIST) all produce estimates in

real time. Other experimental algorithins utilize smoothing techniques to attempt to improve

their estimates compared to a real-time filter.
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Optimal State Estimation

The deterministic clock model, the noise model, the basic and supplemental time-scale

c,quations, and the observations are sufficient to calculate tim time scale. Since the problem

is stochastic in nature, the solution is not unique. However, there are several methods for

('alculating minimum squared-error estimates of the clock states. Among these are: least

squares estimation, Bayesian estimation, maximum likelihood estimation, Kalman filtering,

and Wiener filtering. All these techniques are equally good in the sense that they minimize

the mean square estimation error as long as the assumptions are the same in each case [3].

Robust Statistics

Inevitably, the data presented to the time-scale algorithm will bc deviant in some way.

Perhaps one of the clocks changes characteristics dramatically due to an internal failure or

perhaps the observations are corrupted during a data transfer. It is desirable for the time

scale to be robust under these conditions. By this we mean that deviant behavior in a small

number of observations does not unduly influence the performance of the time scale [4].

Robustness is ensured by a two step process. First we generate an estimate of the expected

observations and then we act to reduce the effect of any observation that is far from our

expectation. Both parts of the process must be robust. Consider the problem of detecting

outlicrs in a set of measurements of a constant such as the length of a rod. One might think

to compare each measurement with the mean of the set. However, when one measurement is

bad, the mean may differ arbitrarily from its expectation value making the deviation from the

mean an undesirable measure of deviant behavior. The median is much more robust.

The most common method of dealing with outliers is to reject observations that appear

deviant. But this procedure leads to a discontinuity in the estimation procedure where small

changes in an observation can produce significant changes in the resulting estimate. This

discontinuity can produce transients and even instability and should be avoided. Continuity

is ensured by continuously deweighting observations over a range of values.

Finally, it is _,,x)metimes argued that if one has a wealth of data, it is desirable to discard

large amounts of good data to enhance the probability of rejecting the bad data. This must

not be done if the residuals from the estimation process are used to determine the noise of the

clocks. If good data are discarded under these circumstances, the clock noise will inevitably

be underestimated.

Parameter Estimation

The function of time-scale algorithms is to allocate the observed clock noise among the

contributing (:locks. This can only be done if the parameters of the clock models of each clock

are accurately known. Tlmse parameters are the spectral densities of each of the noise sources

that perturb the clock and any of the commonly used tectmiques for estimating the noise of

clocks may be applied. For example, one may characterize the Allan variance of clock pairs

and use the three corner hat technique to separate the variances. The principal drawback of

this approach is that Allan Variance estimation requires uniformly sampled data.

293



The Maximum Likelihood method [5] is a more soplfisticated approach. It relies on the fact

that the likelihood function computed from the residuals of the time-scale estimation process

is maximized when the correct parameters are used. The model itself can also be checked for

validity by this method since the correct model used with the correct parameters results in

Gaussian white residuals. Standard statistical techniques can be used to analyze the residuals

for whiteness. The principal drawbacks of the maximum likelihood method are that it requires

storing large amounts of historical data and substantial processing time.

Other techniques have been developed for real-time algorithms that are incompatible with

storing and processing large amounts of historical data. For example, ATI(NIST) uses the

one step ahead prediction error as its sole measure of clock noise. The value is updated

recursively in an exponential filter after each cycle of time-scale computation. An extension

of this technique is the analysis of the one step ahead prediction error as a function of the

prediction interval [6]. Since different noise sources dominate the time prediction error as the

interval varies, it is possible to estimate all the important noise spectral densities of each clock.

Performance of the KAS-2 Time-Scale Algorithm

The best way to evaluate the performance of a time-scale algorithm is to simulate the

clocks in the ensemble since simulation makes it possible to know the true times of the clocks.

There are several appropriate simulation techniques [6,7]. The method developed by this

author has been used to test KAS-2. However, simulation testing should be supplemented

with tests using actual clock data. The comparison of several different time scale algorithms

on real clock data provides the ultimate reassurance that something important has not been

overlooked.

Figure 1 shows the simulated performance of KAS -2 with an eight clock ensemble composed

of four clocks with good short-term stability and poor long-term stability and four additional

clocks with poor short-term stability and good long-term stability The resulting time scale is

better than the best clocks everywhere.

Figure 2 compares tlle times of three independent time scales computed from the mea-

surements of the clock ensemble at the National Institute of Standards and Technology using

data supplied by NIST. The test period was the first 10 months of 1992. The ATI(NIST)

time scale was computed in real time while TA(NIST) was computed after the fact using the

information generated by AT1 to adjust the ensemble. KAS-2(TSC) was run on the historical

data as if it were running in real time. It used ttle same estimates for tile clock noises that

were used in TA(NIST). All three scales were adjusted so that they had tile same rate as TAI

at the beginning of the year. In addition, an intentional frequency steer of 3.98 ns/day in

ATI(NIST) was removed in order to compare the free time scales. One should not jump to

conclusions since there is only one year of comparative data, but the results certainly support

the theoretical claims of the advantages resulting from the implementation of the supplemental

time scale equations.

Figure 3 illustrates the performance of a Cs clock at the Naval Research Laboratory that

was steered in real time to the KAS-2 time scale. The time scale was computed every 5

minutes and approximately one-tenth of the estimated phase error was removed each sample
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Figure 1: The simulated frequency stability of a time scale composed of four clocks with good

short-term stability and four clocks with good long-term stability.

by a second order phase-lock loop. As a result, the frequency stability of the Cs standard equals

its free running value for times shorter than three thousand seconds (10 sample intervals). At

longer times, the frequency stability improves until it reaches the performance of the KAS-2

time scale.

Comparison of Time-Scale Algorithms

Table 1 summarizes the features of ttm time-scale algorithms discussed in this paper. Some

of the more important differences and similarities will be discus_d in more detail here.

All the algorithms except for TA(NIST) and the similar GPS Composite Clock implement

the basic time-scale equation. Neither do these two algorithms implement a suitable alterna-

tive. As a result, they both perform worse than the others. First of all, they do not provide

user control of the weights that determine the clock contributions to the time scale. Second,

they have difficulties when clocks enter or leave the ensemble. Finally, they are likely to be

unstable when adaptive filtering is used.

The algorithms that implement the basic time-scale equation fall into two categories.

TAI(BIPM) and A.I(USNO,MEAN) are computed after the fact. In practice, human judge-

ment supported by objective statistical analysis is used to filter the input data in an attempt

to improve the time-scale performance. ATI(NIST), KAS-I(NRL), and KAS-2(TSC) are

real-time time scales. In principle, after the fact time scales are capable of performing bet-
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Figure 2: The times of KAS-2, ATI(NIST), and TA(NIST) v.s. International Atomic Time

(TAI) for the first 10 months of 1992.
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Figure 3: Stability improvement of a cesium clock steered to the KAS-2 time scale.
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Table 1: Comparisonof time-scalealgorithms

deterministic clock model is an

integrator

USNO
A.1
,/

BIPM

ALGOS

NRL

KAS-1

,/

TSC

KAS -2

uses explicit noise model x/ x/

uses basic, time-scale equation for the x/ x/ x/ v/

time state

uses supplemental time-scale

equation for the frequency state

uses supplemental time-scale

equation for the frequency aging

,/

protectsagainstoutliers x/ x/ _/ x/
,/uses robust statistics

accounts for measurement noise

estimates true clock performance

,/
,/

,/estimates weighted time-scale

uses separate weights to optim_e

short, medium, long-term stability

,/

,/
,/

accepts frequency measurements _/

solves an observable problem x/ _/ x/ v /

accepts aperiodic data x/

time-scale available in real-time x/ _/

available commercially ,/

NIST

TA

,/

,/
,/

,/ ,/

,/
,/

,/

,/
,/

,/

ter than their real-time counterparts becau_ they have available more information. However,

real-time time scales are necessary whenever the time scale is used to control physical clocks or

for synchronization. Each approach has its advantages and should be used in the appropriate

circumstances.

Many of these time scales differ in their implementation of robust statistics. The after the

fact scales typically use rejection rule techniques to exclude bad clocks entirely. Use of rejec-

tion rules in real-time algorithms is inappropriate since tlm discontinuity of the rejection rule

introduces a potential instability that (:an remflt in rejection of all the clocks in tim ensemble

and require human intervention to restart the time scale. ATI(NIST) has suffered from this

problem. KAS-I(NRL) and KAS-2(TSC) eliminate thk_ discontinuity by implementing Per-

cival's outlier deweighting method. Large outliers are still rejected, but there is a continuous

transition between full acceptance and hall rejection of data.

Different clock models are used in the time scales discus_d in this paper. The USNO A.1
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time scalemodels tile frequency noi_ as a seriesof discrete steps of random amplitude and
time of occurrence. The other time scalesmodel the frequency noiseas either a continuous
or a discrete random walk process.An advantageof the random walk model is the existence
of straightforward filtering and smoothing techniques that can provide objective estimates

that are optimum in the minimum squared-error sense. Several state estimation techniques

have been used in these time scales. However, regardless of the state estimation method, the

update equation used for the states is always an exponential filter. Thus, the only issue is the

proper selection of the filter time constant. Despite the simple description of this problem,

the mlution is quite difficult except in special situations such as an ensemble consisting of

_veral identical clocks. TAI(BIPM) and ATI(NIST) utilize restricted operating conditions

and approximate formulas for tim required filter lengths. The approach works well as long

as the restrictions are not violated. TA(NIST), KAS-I(NRL), and KAS-2(TSC) utilize the

Kahnan filter approach. This guarantees that the filter lengths are correctly determined

as long as the <:locks fit the models and the parameters are correctly estimated. However,

TA(NIST) and the GPS Composite Clock are often intentionally mismanaged by changing

the parameters of the clocks since they do not have explicit user controlled weights.
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QUESTIONS AND ANSWERS

Question: M. J. Van Melle, Rockwell International: I was interested in the table you had on
comparison of time scale algorithms and also your CAS1 which was on your last chart. I am
also working at (??) and you know the Air Force has partitioned all the GPS's into different

partitions or ensembles. Up to six they can handle and now down to five and they have three
partitions. But they can only work if they have the Cesium clocks in there. Once they put a
Rubidium in there, it doesn not work. I was wondering if you could explain why that is the
case.

Question: S. Stein: I really did not pay you enough for that question. The composite clock
algorithm that iBM did is esssentially the same as the NIST TA algorithm. It has some
differences in the way they treat the renormalization of the covariance matrix to get around
this problem of the covariance matrix blowing up, but fundamentally the problem with that
type of algorithm is it implements the clock model - perfect integrator clock model - and it
estimates the time of the clock based on the measurements, but it does not implement the basic
time equation. The solution is not constrained to be the waited average of the times of the
clocks based on user selectable weights. Thats the fundamental reason for the what I would

call instabilities you will see in the state predictions of algorithms of that type. So I think is
what happens is you have both additional burden operationally on the Air Force personnel
at the Master Control Station and try to maintain the algorithm and you have limitations on

not being able to include different types of clocks with different characteristics. The algorithm
only works on a limited set of circumstances. I do not know what to do about that except to
fix that algorithm so indeed the basic time scale equation is incorporated.

Question: Richard Keating (USNO): Have you ever studied the sensitivity of the basic time
scale equation as you call it to round off and loss of significance. Some remarkably disparate
numbers in the sense of very large numbers and very small numbers play a role when you start
averaging. I was wondering if you ever made a study of that or if you know anybody who has.

Answer. S. Stein: I have done to date approximately two hundred seventy simulations studies
of the performance of these algorithms. The problem you raise is possibly the most difficult
problem of all in the computation of system time. I am not sure I can remember the exact
figures but the asymetry in the covariance matrix occurs depending on the number of clocks

and the difference in the performance of the clocks in the eighth or tenth digit while computing
in double precision. Once one cycle through the recursion costs you eight digits of precision.
Yes, this is a terrible problem because the fundamental approach to generating the gains, the
filter time constants, is differencing large numbers against small numbers. You can treat that
problem, for instance one of the ways of treating that problem and Kalman Filter methods
is to go ahead and resymmetrize the covariance matrix each time. You also must treat the

problem in special cases. For example we provide the facility for the user to carry along clocks
which we call not members of the ensemble. That means that the clock is defined as not

effecting the time scale computation, no matter how large a deviation it makes. It can move

one second and shall not move the ensemble one nanosecond. There is simply not enough
computational accuracy to do that, so what we do is we go in and we fix the Kalman gains
directly to cope with that situation. You always have to do some special things, there are
some special things we do, and that is one of them. Fortunately the statistical analysis that
has been done for much more important applications than this for navigating spacecraft and
flying airplanes, have dealt with all of these problems and you can use a more sophisticated
version of a standard Kalman Filter that allows you to go in and change the gains and still
correctly compute the recursion, and to correctly take into account the ad hoe changes you
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have made in the gains. We do that.

Manuel Aparieio (ITT): I have two questions. The first one is if you have a non-evenly spaced
sample for the Kalman Filter that you are using, you mention that you will have some problems.
What type of problems are they? The second one is if your estimates of the noise processes
in the Kalman Filter are not absolutely correct for one of the members of the ensemble, what

kind of effects will you see?

S. Stein: The first is a potential problem. Box Jenkins or ARIMA modeling requires evenly
spaced data. The typical way around that is if you are missing data you interopolate it. It

biases your results. We use the approach that was done by Dick Jones and (Petrian?) for the
TA algorithm and that is we use a noise model which is the integration of continuous white
noise and so the Kalman Filter runs optimally for any spacing of data, therefore you do not

need equally spaced data. Your second question. The effect of inaccuracies in the estimates
of the parameters. Of course you never know the parameters - you only estimate them. The
values of the spectral densities of clocks determine the filter time constants. The bottom line,

forget everything else, the reason is why ad hoc algorithms work is that all of these techniques
result in simple exponential filters for estimating the states. The actual filter that performs the
state estimates is an exponential filter. Incorrect parameter estimate results in having a slightly

non optimun filter link. The worst your estimate of the parameter, the more non optimun it
is. That is it's effect and so it is upsetting, but not tragic. It is serious, but not catastrophic.

P. 'lhv¢lla (IEN, Italy): You spoke of the possibilities of using different states to optimize the
things, maybe short, medium and long term stability. In the definition, you describe but do
you use different equations with different ways, and it seems to me that in this way you define
two or three different in different time scales. How can you obtain a unit time scale - do you

make a sort of frequency lock of one on the other.

S. Stein: No! They are not different scales. All three equations can be satisfied simultaneously.

It is as simple as that.

P. Tavella.: That if you solve the three equation, you will obtain the redefined ensemble time
scale.

S. Stein: No! Remember you have a weighted average of the phases of the clock that is
constrained. You have a weighted average of the frequencies that are constrained and you

have a weighted average of the frequency aging that are constrained and they may all be
constrained and achieve a single solution. Each of the states is independently perturbed. So
we have one solution and there is no funny steering to combine them.

P. "lltvella: In the equation for phase continuity in the prediction of the phase that you also

put frequency and ( ? ) or also phase.

S. Stein: You use the frequency in there to make the forecast. In the basic time scale equation

we say the weighted average of the time of the clock with respect to the time scale is equal
to the weighted average of the forecasts. That is the equation you wrote in your paper two
years ago. It is the same except that I use "a" and you use "p". The forecast depends on the
frequency estimate. The forecast is the oldphase estimate, plus the old frequency estimate,
times the interval delta, plus one half delta squared, times the old frequency aging estimate.
We constrain independently now the current frequency estimate to be the weighted average of
the frequency forecast. This equation and the basic equation are all required simultaneously
- the same solution. I have lots of degrees of freedom.

R. Clark (USNO): When you have subgroups of clocks that are exposed to environmental
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effectsand that type. There is a correlation betweengroupsof clocks. How is this treated
and is that looked for and sometimesthat is just entirely not obvious- things like preventive
maintenancethat is doneon the first of the monthor third Tuesdayof the monthwith clocks
that are not evenin the samearea.

S. Stein: I think the answer to that question is at the present time nobody has a tentative
process for that kind of information. We do not.

302



N94-10989

" --

Time Signal Distribution in Communication Networks Qo
Based on Synchronous Digital Hierarchy

Atsushi Imaoka and Masami Kihara

NTT Transmission Systems Laboratories

1-2356 Take, Yokosuka, Kanagawa 238-03, Japan

Abstract

A new method that uses round-trip paths to accurately measure transmission delay for time

synchronization is proposed. The performance of the method in Synchronous Digital Hierarchy
networks is discussed. The feature of this method is that it separately measures the initial round-

trip path delay and the variations in round-trip path delay. The delay generated in SDH equipment

is determined by measuring the initial round-trip path delay. In an experiment with actual SDH

equipment, the error of initial delay measurement was suppressed to 30ns.

1. INTRODUCTION

Timing (frequency) signals are currently distributed in digital telecommunication
networks as the reference clocks needed by digital switching and multiplexing equipment.

The phase stability of the reference clocks must be better than 10_ts [1]. The existing NTT

(Nippon Telegraph and Telephone corporation) network has over 2000 offices that must

receive timing signals. As the number of synchronous offices increases, precise timing

signal distribution (phase or time distribution) without excessive delay variation is

demanded for ensuring reference clock phase stability. Accurate time signal distribution is

also useful for many applications such as time management in network operation systems

and time stamping in distributed computer networks [2].

The Synchronous Digital Hierarchy (SDH) has been standardized by the International

Telegraph and Telephone Consultative Committee (CCITT) [3] and is the basis of many

existing communication networks. Timing signals for frequency synchronization are

conventionally carried by 1.544Mbit/s or 6.312Mbit/s signals which are multiplexed into

the digital traffic signals. In SDH systems, the frequencies derived from SDH line signals,

such as 155Mbit/s, 622Mbit/s and 2.488Gbit/s, are currently being used as the reference

signals for frequency synchronization.

This paper reports a time distribution method that uses the Virtual Container (VC) signals

multiplexed into the SDH line signals, as the time reference signals. Time synchronous

networks can be constructed flexibly to cover a wide area if VC signals are used to replace

SDH line signals as the time reference signals. The delay imposed on VC signals by SDH

equipment, however, varies much more widely than the waiting time jitter [4] generated in

asynchronous digital networks. Precise time synchronization is only possible if the

equipment delay and its variation can be accurately measured. A new method to measure

VC signal transmission delay accurately is proposed in this paper. The performance of the

proposed method is presented together with experimental results.
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Fig. I Basic principle of time synchronization In SDH networks.

2. TIME SYNCHRONIZATION IN SDH NETWORKS

2.1 Basic principle of time synchronization

Figure 1 shows the basic principle of time synchronization in SDH networks. The reference

time generator in a slave office is synchronized to the original time generator in the master

office. The master and slave offices are connected by an SDH digital terrestrial

transmission link. The outgoing path delay is estimated to be one half of the round-trip

path delay as measured by the master office. The round trip delay is measured continuously

and the current delay information is sent to the slave office. The time signals output by the

slave office are advanced by the received delay information. Time synchronization radiates

outwards from the master office to all slave offices. To achieve this effect, a synchronized

slave office acts as a master office to its designated neighbors. Because the delay

information is updated continuously, the accuracy of time synchronization is limited by the

delay difference between outgoing and incoming paths in the round-trip path. This problem
is discussed in section 3.

2.2 Time signal transfer in SDH networks

In SDH networks, transferred signals are multiplexed into higher bit rate line signals

which are multiples of 155Mbit/s, such as 622Mbit/s and 2.488Gbit/s. SDH line signals have

a frame structure termed the Synchronous Transport Module (STM) which repeats every

125_ts as shown in Fig. 2. The STM frame is a structure of 9 rows by 270 byte columns in the

ease of 155Mbit/s STM signals. Each STM frame consists of an information payload and

overhead. The information payload includes the data signals being transferred. The

overhead includes block framing information and information for maintenance,

monitoring, and other operational functions. Transferred signals are structured as Virtual

Containers (VCs) which also repeat every 125_ts. VC signals are carried only within the

STM information payload and are not carried in the overhead. The pointer included in the

overhead locates the start of the VC signal within each STM frame. Because they employ

pointers, STM signals can flexibly carry either synchronous or asynchronous signals.
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Information payload STM : Synchronous Transport Module
VC : Virtual Container

Fig. 2 Frame structure of SDH signals. Each frame has a 125tts period. The

start byte of VC is indicated by the pointer included in the overhead. The

phase of the VC frame is independent of the STM frame phase.

In each office, the reference clock synchronizes the SDH node, such as multiplexing and

demultiplexing equipment. Reference clock in this paper means reference timing

(frequency). The SDH equipment must be accurately synchronized to handle STM signals.

The STM signals are synchronized to the reference clock. When an STM signal is received

by an SDH node, the phase of the STM signal is terminated. The phase is not passed

through the SDH equipment but is regenerated by the equipment.

VC signals "float" within the STM information payload. "Float" means that the start of the

VC signal is independent of the STM frame phase as shown in Fig. 2. Because the start of

the VC signal does not correspond to the start of STM information payload, the VC signal

extends over two STM payloads. When a VC signal embedded in an STM signal passes

through a node, the phase of the VC signal is also passed through. Thus, VC signals are

more suitable to carry time reference signals than STM signals. Time synchronous

networks using VC signals as time reference signals can be constructed flexibly over a wide

area. This paper reports a time distribution method that uses the VC signals as time

reference signals.

3. ERROR FACTORS IN DELAY MEASUREMENT

3.1 Asymmetry of transmission lines

The accuracy of measuring the round-trip delay is limited by the delay difference between

outgoing and incoming paths. This delay difference is caused by delay dispersion in the

SDH equipment, asymmetry of transmission line length, and the difference in delay

variation of the transmission lines. We assume that two optical fibers within the same

transmission cable are used as outgoing and incoming lines. Fibers included in a single

cable have the same length and are set in the same environment. Thus, differences in

transmission line length and delay variations are small.

Asymmetry of line length depends on the number of fiber fusion splices, in-line connectors,

and equipment connections. The typical delay difference is reported to be 100ns between

two SDH nodes [5]. The delay of a transmission line mainly varies with temperature. The

delay variation characteristics of two fibers are very similar if they are part of the same

cable. For an installed optical fiber cable 2000 km in length, the difference in delay

variation between outgoing and incoming lines is reported to be below 10ns [6].
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3.2 Delay dispersion in the SDH equipment

When an STM signal that is carrying a VC signal traverses an SDH node, the VC signal is

embedded in a new STM signal and a new pointer must be generated to indicate the start of

the VC signal. The new STM signal is synchronized to the node's reference clock. The SDH

equipment delay equals the time difference between the VC signal embedded in the

original STM signal and that embedded in the STM signal output from the node as shown

in Fig. 3. The STM signal pointers locate the start of the VC signal to the nearest byte unit

equivalent to 52Mbit/s. Hence, the use of the pointer can cause a delay difference of up to

150ns, or eight unit intervals for 52Mbit/s signals.

Figure 3 (a) and (b) show how the equipment delay of a VC signal can vary widely. When

the data signals in the original payload are embedded in a payload of the new STM frame,

the data in region A is little delayed, as shown in Fig. 3. The data in region B, however, is

delayed by about 3 to 4 bytes (52Mbit/s) because the overhead cannot carry the data

signals. Figure 3 (a) shows the delay of the VC signal when the start of the VC signal is

located in region A. In this case, VC signals are delayed no more than one byte (52Mbit/s).

Figure 3 (b) shows the ease when the start of the VC signal is located in region B. In the case

of Fig. 3 (b), the VC signal is delayed by about 3 to 4 bytes. The source of this equipment

delay is the signal buffer for pointer operation. The buffer capacity is about 8 bytes (52Mbit/

s), hence the maximum delay variance is about 1.21_s per node. It is necessary to measure

this equipment delay accurately if we are to use VC signals as time reference signals.
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Output STM signal
(New STM signal)

lot
i
!
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o• • i ii
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",' "_. • ReglonB *, I \

° , I

! i o
[ ', r,I II _--:-- i I IHI

-J Equipment delay of VC
Output pointer value

(New pointer value) (a)

Region A Region B
[ - ' ' Start of VC signal

 nputST si na,!o!' !i,[O!:: 0
(Original STM signal) _ VC H

ms s
', : • ; RegionB : i ,
',. . . : , ", :, I', ' ',

ReglonA ' ',. _i ", ",.! 1,
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(b)
Fig. 3 Equipment delay of VC signals. Output STM signals are
synchronized to the node's reference clock.
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4. ACCURATE DELAY MEASUREMENT METHOD

4.1 Basic configuration

This section proposes an accurate delay measurement method using round-trip paths.

Figure 4 shows the basic configuration of the proposed method. We consider here the

measurement of the transmission delay between office A and office B. The feature of this

method is that it measures the initial round-trip path delay and the round-trip path delay

variations separately. In this method, VC signals embedded in STM signals are used to

carry the reference time signals and to measure the initial round-trip path delay. The clock

signals derived from STM line signals are used to measure the delay variations. The delay

variations are measured aiter determining the initial delay. We assume that the reference

clock in office B is usually synchronized to the frequency derived from the line signals

output by office A in Fig. 4

4.2 Initial delay measurement

Before measuring the initial round-trip delay, three operations are performed to determine

multiplexing and demultiplexing equipment delay accurately. Each step controls the phase

difference between input signals to the equipment and the reference clock of the

equipment. The phase of the input signal is delayed to minimize the equipment delay by

ensuring that the signal buffer for pointer operation is empty. After determining the

equipment delay, the phase of the input signal is fixed to the reference clock phase.

In the first step, B's reference clock is controlled to equalize the demultiplexing delays of

office A and B. In this operation, the phase of B's reference clock is continuously advanced

at a constant rate. Then, the B's reference clock is fixed when the demultiplexing delays of

office A and B are equalized. The second step is to delay the phase of the reference clock of

the signal generator at a constant rate. After a short time, the signal buffer for pointer

operation of A's multiplexing equipment is emptied. The reference clock is then fixed when

STM signals including time reference signals (VC signals)
/

Controlled reference clock /

I
Initial delay .__ _ I

measuremeit __

Reference clock_Fl_r--- _
I

Delay variation_

measurement t.___._-

_,_ Clock derived from line signals
Office A "

Clock derived from line signalsSTM line signals /

,.:, r

J t IncOming path • P_ a_c_r

single cable STMsignals Controlled
including VC signal reference cloc

_" Office B

MUX : Multiplexing equipment CLOCK : Reference clock
DMUX : Demultiplexing equipment TI A, TI B: Time interval counter

Fig. 4 Basic configuration of the proposed method.
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the delay of A's multiplexing equipment is minimized. In the third step,the phase of the

time reference signalsreceived by the multiplexing equipment in officeB is controlledby

the phase shifterto minimize the delay ofthe multiplexing equipment in officeB.

These steps are performed in such a short time that we can assume that the phase

differencebetween the reference clocksin officeA and B is stable.After the three phase

control steps,the initialround-trip delay can be accurately measured. Accuracy of this

measurement is confirmed in section 5 with experimental results.

4.3 Delay variation measurement

Delay variations of the round-trip path are measured by comparing the phase of the

reference clock in office A and the frequency derived from incoming STM line signals. The

reference clock in office B is synchronized to the frequency derived from the STM line

signals received from office A. The STM signals output by office B are synchronized to B's

reference clock. Hence the phase variations of the STM line signals received by office A from

B, as measured in office A, equal the sum of outgoing path delay variations and incoming

path delay variations. If the outgoing path delay variations are assumed to be one half of

the variations measured by office A, the precision of this measurement is limited by the

difference between outgoing delay variations and incoming delay variations. The precision

can be below 10ns if the outgoing and incoming lines are part of the same cable [6].

The equipment delay mentioned in section 3.2 depends on the phase difference between the

received STM frame and the node's reference clock. When the frame phase of the STM

signal received by office B is changed by variations in transmission delay, the phase of B's

reference clock varies with the frame phase of the received STM signal. Hence the

demultiplexing equipment delay of office B does not change when the delay of the

transmission line changes. Therefore, transmission delay and delay variations can be

accurately determined by measuring round-trip delay variations after measuring the

initial delay.

5. EXPERIMENT OF THE INITIAL DELAY MEASUREMENT

5.1 Setup

The initialdelay measurements mentioned in section4.2 were performed in a laboratory

using the setup shown in Fig.5.Two 622Mbit/s SDH lineterminals including multiplexing

and demultiplexing devices and two 20km opticalfiberswere used to connect the SDH

terminals.One pulse per second (lpps)signalswere used as the time referencesignals and

they were carried in 50.112Mbit/s Virtual Containers (VC-3) embedded in 155.52Mbit/s

STM signals (STM-1). The STM-1 signals were multiplexed into 622Mbit/s STM line

signals(STM-4) by each SDH terminal,The four referenceclocksofthe two SDH terminals,

one forthe time signal generator and one for the phase shifter,were separately controlled

by four synthesizers.The phase differencesofthe time referencesignalswere measured by

time-interval counters. One half of the round-trip path delay was captured by counter A

while the true outgoing path delay was recorded by counter B.
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5.2 Results

Figure 6 is a plot of the difference between one half of the round-trip path delay and the true

outgoing path delay. The effects of the three phase control steps are shown in Fig. 6. The

delay measurement error before the three steps indicates the difference in equipment delay

.... True outgoingpathlime mtervall

counterB _delay measurement

, ¢¢
Round-trippath Time reference STM-4 linesignal(622Mbit/s) Time reference

delaymeasurement signalon VC-3 / \ si alonVC-3

"]SDHline] \ Outgoingpath\ [SD!

terminal
Time interval_; _ [ A ]-"\ 0 \ Item /

l counterA I"

[ _ J-" \Incoming path / I ,T 2_km optical fi_/r

Isynthesizer#11 ISynthesizer#2l lSYnthesizer#3l Isynthesizer#4l
I I [ I

I Referenceoscillator[

Fig. 5 Experiment setup of the initial round-trip measurement. In the first step, the

phase of SDH terminal B is controlled by synthesizer #3.

In the second step, the phase of input time signals to SDH terminal A from the signal

generator is controlled by synthesizer #I.

The phase of input time signals to SDH terminal B is controlled by synthesizer #4 in the

third step.

Error before phase control

/
_ / 1st step 2nd step 3rd step Residual error

.=o.__'E I __ 01 I--I, ,, ,, ,,, I 1

10 .
= _ _ I0_ Expanded vemcal scaleXI00 J _

t,, r .......

o I: 0h,, l,,il I ,,,, I, ,,,Id

uJ Elapsed time

Fig. 6 The effect of the three phase control steps and the error of the round-trip

delay measurement. The error before phase control was about -1.2}_s and the residual

error after the phase control was 5ns in this experiment.

The error before the control varied in the range from -1.2tts to +l_tts as determined by

repeated experiments. The residual error after control varied only 30ns in repeated

experiments.
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of the outgoing and incoming paths. The absolute value of maximum error before the three

steps was 1.2_ts as determined by repeated experiments. The residual error of the initial

delay measurement after the three steps lay within the range of-15ns to +15ns in repeated

experiments. The residual error is probably caused by phase control error and delay

variations below the unit interval of the 50Mbit/s VC signals in the two SDH terminals.

Because actual measurements willbe made on actualtransmission paths, asymmetric path

lengths willcause a residual error in initialdelay measurement. Typical delay asymmetry

is reported to be 100ns [5],[6],hence it will be the dominant source of initialdelay

measurement error.

6. CONCLUSION

An accurate delay measurement method that uses round-trip paths for time signal

distribution in SDH networks was proposed. The feature of this method is that it measures

the initial round-trip path delay and round-trip path delay variations separately. In an

experiment using actual SDH equipment, the fluctuation of the equipment delay was

suppressed to 30ns with a new three step process. This residual fluctuation is smaller than

the typical delay asymmetry, which is reported to be 100ns, of actual paired transmission

lines that will be used to effect the round-trip paths. The accuracy of absolute time

synchronization is limited by the residual fluctuation of equipment delay and the delay

asymmetry of the paired lines. On the other hand, the precision of delay variation

measurement can be below 10ns. Hence the instability of time synchronization will be

within 10ns.
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QUESTIONS AND ANSWERS

R. Brown, BeUcore: I was wondering on your jitter of one nanosecond; was that optical line

jitter?

A. [maoka: It was not line jitter. It was equipment jitter.

R. Brown: Is it payload jitter like the virtual container jitter or is it optical line jitter7

A. Imaoka: The jitter includes all those.
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Abstract

Historically, Maximum Time Interval Error (MTIE) and Maximum Relative Time Interval Error

(MRTIE) have been the main measurement techniques used to characterize timing performance

in telecommunications networks. Recently, a new measurement technique, Time Variance (TVAR)

has gained acceptance in the North American (ANSI) standards body. TVAR was deveioped in

concurrence with NIST to address certain inadequacies in the MTIE approach. This paper describes

the advantages and disadvantages of each of these approaches. Real measurement examples are

presented to illustrate the critical issues in actual telecommunication applications. Fina/ly, a new

MTIE measurement is proposed (ZTIE) that complements TVAR. Together, TVAR and ZTIE provide

a very good characterization of network timing.

1. MEASUREMENT CRITERIA

A good starting point in evaluating timing analysis techniques is to set objectives of what consti-

tutes a good approach. A good measurement technique is one that efficiently extracts the useful

information from the timing signal in a repeatable and cost effective manner. The usefulness

of the information extracted is closely tied to the use of a good practical model. Historically, the

model used to described timing signals in non telecommunications applications is based on a simple

decomposition of the signal into two components:

• Systematic components (Phase Offset, Frequency Offset, and Frequency Drift)
x-_4 a r-n (white pm, flicker pm, white• Stochastic Power Law noise components, S::(f) =/_..r,--o nj

fm, flicker fm, random walk fm).

This model permits the characterization of a complex timing signal with a handful of parameters.

The premise that this model can be extended to telecommunication synchronization distribution

applications is reasonable. Conceptually, one can treat a distributed network of clocks as a single

composite super clock. The dominant sources of noise and bias may be different, but the resulting

timing signal will still be characterized by this model. This approach has recently been adopted

by ANSI committee T1X1 . Extensive field phase data has been analyzed using TVAR (described
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later) as the measurement tool to extract the key parameters of the model [ANSI T1X1.3/91-074].
The dominant noise types found in the network are white PM, flicker PM and white FM.

The fact that more divergent noise processes (such as random walk FM) are not significant indicated

that the network is reasonable traceable in frequency to the primary reference sources.

1.1 Dual Role of Measurement/Modeling Approach

One role that the measurement approach fills is the need to extract the timing model parameters.
The critical issues in this role are:

• Does the measurement approach extract the essential parameters ?

• Does it use the data efficiently (fast convergence of parameter estimates)?
• Is it practical to compute?

• Is it robust to practical measurement anomalies (glitches, gaps etc.)?

A key role that the modeling approach fulfills is the need for timing specifications and standards.
The critical issues in this role are:

. Is the parameter set compete (does the model allow for timing signals that meet the param-

eters but have undesirable attributes)?

• Is the parameter set excessive (does the model over_onstrain the design of the network
or the elements)?

• Does the model permit networking of elements and subnetworks (can one interconnect

clocks and/or subnetworks and determine overall performance)?

2. MEASUREMENT TOOL DESCRIPTION

Three measurement approaches are compared in the paper:

1. M[R]TIE (Maximum [Rela/ive] Time Interval Error),

2. TVAR (Time Variance),

3. ZTIE (Z-transformed processed Time Interval Error)

2. 1 M[R]TIE

M[R]TIE is the established measurement approach for telecommunications. The bracketed [R]

(Relative) is used to distinguish the reference timing signal. When the term is used with the [R]

(MRTIE) the reference timing signal is the input to a timing element and the signal under test is

the network element output. When no [R] is used (MTIE), the reference is considered to be ideal

(practically a primary reference source). For simplicity, MTIE will'be used as a general description
of both measurements.

MTIE is fairly straightforward to describe. For a given observation interval (usually termed S) the

phase error between two timing signals is observed. The peak to peak phase (delay) variation of
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the error signal is the MTIE for that sample interval. The observation interval can be considered

as window function. As the window slides through the phase error signal, the next sample of

MTIE is calculated. The MTIE for the overall phase data set is the maximum of all the individual

MTIE samples. For full overlapping processing of MTIE, there is a greater than linear growth in

computation resulting from the need to search for minimums add maximums.

MTIE appears to be a useful approach when considering conventional network controlled slip rates.

The maximum peak to peak delay variation impressed on a frame alignment (slip) buffer is directly

related to MTIE . However, the controlled slip mechanism is a function not only of peak to peak

buffer movement, but also of the type of movement. Monotonic movement will result in a slip

rate governed by the frame size (typically 125 microseconds) and the rate of phase movement

(frequency offset). But, cyclical movement results in a slip rate governed by the hysteresis in

the buffer control (which can be as small as 18 microseconds). MTIE provides little information

regarding the underlying model controlling the phase motion in the buffer. The basic attributes of

MTIE are:

1. Monotonically increasing with increasing observation intervals.

2. Suppresses Phase bias; asymptotically converges to frequency or drift bias for long observation

intervals.

3. Captures peak information regarding delta time variation.

2.2 TVAR

TVAR (Time Variation) is a new term to some, but it is based on the well established Modified

Allan Variance (MVAR). TVAR can be viewed as a filtering operation applied to the raw phase

error signal. The filtering operation is diagramed in Figure 1. The following notation is used:

1. f is normalized in units of T -1 where;

2. T is the observation interval (averaging interval),

3. T = n.To where To is the sampling period, and n is the number of samples in the observation

interval.

The TVAR filter can be viewed as consisting of three sections:

1. Block Averaging,

2. First Difference, and

3. Second Difference.

The block averaging provides a T dependent low pass filter characteristic. The transfer function of

the block averaging function is illustrated in Figure 2.

The block averaging function has the characteristic main lobe with a zero at 1/T. The main function

of the block averager is to provide a Tau dependent low pass filter to suppress jitter and provide

for discrimination between flicker PM and white PM. As will be shown in section 3 this low pass

function is critical in telecommunications as timing signals can be dominated by these higher

frequency noise components.
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Figure I: TVAR and ZTIE pro_88i_ (Frequency Domain)
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The next operation is the first difference. The first difference transfer function is shown in Figure 2.

The main purpose of the difference operator is to provide suppression of the f* divergent power

law noise processes. The first difference provides 20 dB per decade suppression. This is adequate

to ensure a stationary noise power process for input phase noise with white noise FM as the

most divergent noise (which is the expected case for traceable timing signals). The first difference

operation also suppresses phase bias. In TVAR processing the difference operator is applied twice

yielding an overall second difference. This ensures stationarity for noise processes up to random

walk FM which is the most divergent noise expected in general oscillator applications. The second

difference also suppresses frequency bias. Since frequency bias is a critical parameter, TVAR needs

to be complemented with another measurement in describing telecommunication timing signals.

The composite TVAR transfer function is shown in Figure 2. It is essentially a bandpass filter with

a center frequency and bandwidth controlled by the averaging time T. To complete the calculation

of TVAR the variance of the filtered output signal is calculated for each observation interval (T).
A close analogy can be drawn to an FFT based spectral analysis. The bandpass filter function can

be viewed as a window/unction centered at a specific frequency (approx T/2). Normally TVAR

is calculated in a geometric series of 2-nT0 -1 frequency bins. An FFT is based on a arithmetic

series of 2n frequency points. In an FFT the bandwidth of the window function is fixed. In TVAR

analysis the bandwidth is proportional to the frequency bin. TVAR is tailored to being an efficient

method to extract broadband power noise processes. FFTs are in general better suited for analyzing

frequency over a smaller dynamic range.

2.3 ZTIE

The basic concept behind ZTIE is that a peak power measure is needed to complement TVAR.

ZTIE is one possible approach to providing a bandpass measure of peak power. ZTIE measures

the peak power using a bandpass filter controlled by the averaging time T. Figure 1 shows that

ZTIE is calculated from the output of the first difference function used in calculating TVAR. The

reason that the first difference output was selected over the second difference is that it does not
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suppress the frequency bias term of the model. The importance of this will be seen in the examples
in the next section. ZTIE is calculated by simply measuring the peak output of the first difference

operator. The peak information is critical to providing bounds to the model parameters. As the

examples will show, it is risky to assume that the peak to rms ratio is gaussian in telecommunication

networks.
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Figure 2: TVAR and ZTIE Transfer Function Componcnt_ in unit_ of I I T.

3. MEASUREMENT EXAMPLES

This section provides a selection of measurement examples to illustrate the key attributes of each

measurement method. The measurement examples were generated using a simulation approach.

3.1 Power Law Noise Examples

Figures 3a, 3b and 3c illustrate the measurement behavior for White PM, Flicker PM and White

FM respectively. Each simulation was run for 86,400 sample points.

Figure 3a shows the results for a gaussian white PM input signal. In addition to the TVAR, ZTIE

and MTIE results, an asymptote showing the -1/2 expected slope is plotted. The TVAR result

shows the expected behavior:

317



5O I
I

40

30

2O

10

TVAR

ZTIE

MTIE

F^-0

F ^ -0

ZTIE

1 2 4 8 16 32 64 128 256 512 1K 2K 4K
dBn$vs.ObservationInterval(Seconds)

_re 3a."Simulation reault_whitePM c_e.

1. At To the TVAR (actually the root TVAR) value 40dBns (100 ns) equals the noise level of
the input jitter.

2. The -1/2 slope shows the root law reduction in rms error associated with averaging.

The ZTIE result shows the same trend as the TVAR data. The slight droop at longer averaging

times is explained by the reduction of independent peak power measurements (fewer measurements

reduce the likelihood of finding a point on the tail of the distribution). The TVAR curve is running
about 14 dB above the ZTIE curve showing a well behaved peak to rms ratio.

The MTIE result highlights the inadequacy of MTIE in extracting useful data for white PM noise.

The MTIE shows a slight increase for longer observation intervals. Naturally, since the bandwidth

of the measurement increases with observation interval there is increasing probability of finding a
higher noise peak.

Figure 3b shows the results for Flicker PM. The TVAR results show the flicker PM noise floor as a

horizontal asymptote. This is a very practical feature of TVAR. The flicker PM floor represents the

best time error calibration that can be realized for a given timing signal. This is important when

we consider issues like phase error during rearrangement of clock timing inputs. A clock cannot

resolve phase better than the flicker PM noise floor of the reference input.

ZTIE shows a similar behavior as with white PM. The peak to rms ratio is well behaved. The
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peak information is very useful in this case as it bounds the peak phase error achievable during

rearrangement (approx 220 ns in this case).

MTIE behaves much better with a divergent noise process input. However, it still shows a 10 dB

positive skew for longer observation intervals.

With white FM all three measures show the +1/2 slope divergence of the timing error expected

(Figure 3c). Note that ZTIE and MTIE converge for white noise FM. ZTIE has been designed

to converge with MTIE for longer observation intervals where either white FM or frequency bias
dominate.

3.2 Telecommunication Network Examples

The examples in this section are constructed to illustrate issues related to the telecommunications
network.

3.2.1 Transient Glitch

In measuring actual network timing data there is the practical issue of managing transients. The

transient may be part of the measurement system, disruption in the transport path or a clock

anomaly. Regardless, a good measurement approach should not completely mask transients or let
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transients mask steady state performance. Figure 4 shows the response of the three measurement

approaches to a simple phase impulse event.

TVAR is plotted for two data collection intervals (one hour and one day). Since TVAR is an rms

power estimator, it tends to remove transient impulses (which are finite energy zero average power).
Thus, TVAR needs to be complemented with a peak estimator to capture transient information.

ZTIE shows an interesting response to the impulse. The total peak level of the impulse is shown

at To (10,000 ns). The power level is then linearly suppressed for longer observation intervals.

MTIE is extremely sensitive to transients. A single transient can completely mask out the under-

lying noise model for the timing signal. This is a serious weakness in the application of MTIE to
actual network timing analysis.

3.2.2 Jitter plus Frequency Offset

Figure 5 illustrates an example of a realistic network timing signal.

The timing signal is constructed with nominally 1 UI of peak to peak timing jitter. This level of

jitter is well within worse case network limits (5 UI), and is a reasonable bound for expected network

transport jitter over the existing plesiochronous digital network. The frequency bias (1 × 10 -l°)
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represents a timing signal that has impaired frequency traceability to the primary reference source

(the next example suggests one of a number of mechanisms for this to occur).

TVAR effectively suppresses the frequency offset and correctly reports the underlying white PM

transport jitter. ZTIE is very effective in showing both the short term peak jitter noise component

and the long term frequency bias. MTIE again is inadequate to show the true underlying noise

process.

This is a good example to consider from the point of view of timing specifications and standards.
One can consider how well this measurement results would function as network timing interface

standards. A key question is how well one can calibrate the frequency of slave clock to a network

timing reference? The ability to calibrate directly impacts slip performance during reference outage
conditions. For sake of illustration let us consider a clock with a 128 second averaging algorithm. At

128 seconds the MTIE value is 488 ns. Since the MTIE mask provides no insight on the underlying

noise process, one can't assume white PM. In fact, the only safe assumption is that this 488 ns

phase instability cannot be effectively filtered. This leads to frequency calibration error bound of

3.8 × 10 -9. In contrast, at 128 seconds ZTIE has a value of 30 ns. A mask based on ZTIE would

constrain the worse case frequency calibration to 2.4 × 10 -l° (over an order of magnitude tighter).
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3.2.3 Network Timing Signal (Stress Condition)

Figure 6 shows the measurement results for a network timing signal under stress conditions.

CCITT G.812 defines a clock under stress conditions. One stress condition is frequent transient

disruption on the reference transport. For constructing the simulation for network stress one refer-

ence disruption per hour was used. This level of disruption is within the maintenance performance

action limits for network transport. The disruption activity will lead to reference rearrangement

transients. The following model for reference rearrangement was simulated:

1. The maximum total phase movement at the clock output in response to a transient is assumed

to be either plus or minus 1 UI (488ns). This is within the current maximum of 1,000 ns

allowed for in network timing standards.

2. The direction of the phase step is assumed to be a bias with positive steps occurring with a

75% probability. Bias errors can result from numerous hardware and software sources in a
clock.

In addition to the hourly reference disruptions, white PM was added to the timing signal to simulate

network transport jitter (the jitter distribution was assumed to uniform with a 1 UI peak to peak

magnitude.

322



65 .............. MTIE

55

45

TVAR

15 ......................

5I 2 4 8 I6 32 64 128 256 512 1K 2K 4K 8K I6K

dBns vs.Observagon Interval(Seconds)

32K

Figure 6: Simulation results Network Stress Conditiona

TVAR

ZTIE

MTIE

Offset

The TVAR result clearly shows two dominant noise processes. The white PM transport jitter

dominates for short observation intervals, and the white FM associated with the reference rear-

rangements dominates for longer observation intervals.

The ZTIE result shows that timing signal error distribution is definitely non-gaussian. The random

walk in phase is quantized in 1 UI steps. These phase steps manifest themselves as impulsive noise.

ZTIE complements TVAR by showing that the peak error is dominated by non-filterable transient

steps rather than the underlying white FM noise process. The TVAR results suggest that the best
time calibration error is 32 ns. ZTIE. shows the true achievable timing calibration performance is

actually limited to 500 ns.

MTIE performs fairly well for this constructed example because the phase walking process domi-

nates. However, ZTIE still provides a correct estimate of the underlying frequency offset (which in

this case is 6 x 10-11), about ten times faster than MT1E.

4. SUMMARY

Measurement and modeling are closely related. The use of the power law model in conjunction

with TVAR as a measurement technique provides a very effective platform to characterize network

timing performance. However, TVAR is inadequate for establishing network timing specifications
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and standards as it fails to extract important information concerning peak noise power, frequency

biases and transients. MTIE has been shown to be inadequate as measurement tool for a variety

of practical network scenarios. ZTIE is proposed as one measure of peak power. It complements

TVAR by providing information on peak noise power, frequency bias and transient activity. It is

designed to converge with MTIE for longer observation intervals. The use of both TVAR and a

bandlimited peak power measurement like ZTIE in telecommunication 'applications is increasingly

critical as new synchronous optical transport (SONET and SDH) require more accurate and tighter

specification of network timing.
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QUESTIONS AND ANSWERS

G. W'mkler, USNO: A single characterization is sufficient. What I wonder is what actually is

wrong in using structure functions. That has been proposed some 15 years ago by Lindsey, as
I remember; probably David Allan will remember that. This discussion entered, at that time,
to use a different set of differencing in measures of these differences. The maximum value of
the RMS values and so on.

Comment: I think from the scientific community there is a much better parameter set that
could be obtained. From where the telecommunication's community is, I think this introduction

of TBAR by itself, which is very simple to cause a major conniption. One of the things I
mentioned that ZTIE behaves just like MTIE does on the long term. That was one of the
attributes that, I knew, I had to have a connection there, so it's a very simplistic measurement

is trying to take the most logical step. So it is a practical issue as to why this step is the way

they are currently. That is a good point.

R. Brown, Bellcor¢: Just as a side to that, the telecommunication community has adopted using
time variance or time deviation as an additional parameter to MTIE. We are very indebted to
the National Institute and Standards and Technology: Dave Allan, Mark Weiss for their help
in that. We are not time and frequency people, we kind of dabble in it, we are getting a feel
for it. We needed some help with that and greatly appreciate the efforts of NIST.
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Abstract

For proper operation of today's large digital private networks, high quality synchronization must

be achieved. A general telecommunication performance objective is to maintain long-term frequency
accuracy of ten parts per trillion at all synchronous digital equipment in the network. Many times,

however, this is not achieved in private networks. Low quality clocks, errored transmission facilities,

and incorrectly designed synchronization plans are often cause for poor performance. It is shown

that properly-designed private networks can operate with long term frequency averages between ten

parts per trillion to ten parts per million.

These performance levels can adversely impact customer applications. The most demanding

applications are digital and voiceband data, encrypted voice, facsimile and video. In a typical

private network operating at 0.01 parts per million, the user would experience reduced data

throughput, dropped encrypted calls, unreadable facsimile pages, or interrupted video transmission

dozens of times per day.

The major contribution to poor private network synchronization performance is the interaction
of Customer Premises Equipment (CPE) clocks and the network facilities used to distribute

timing. The performance of typical CPE clocks and facilities, and their impact on customer

applications, are discussed. CPE clock performance issues, along with private network architectural

constraints, make synchronization planning extremely diJJicuit. Planning is usually costly and

requires specialized expertise.

CUSTOMER EXPECTATIONS

Intelligent digital networks which can consist of the public switched network's facilities and services,

as well as customer owned equipment must provide nearly error free performance under a variety

of operating conditions. This includes automatic reconfiguration of the network (which may occur

under software control, without operator intervention) during normal operations and failure modes.

The robustness of a network can be improved against observable degradation of services during

failure modes, if a quality synchronization plan is in place. To attain such a plan, one must consider

synchronization performance at each level in the network including:

1. The synchronization performance of the public switched network,

2. The private network's synchronization architecture, and
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3. The performance of individual, CPE clocking systems.

AT&T has strived to improve the synchronization performance of both the public switched network

and CPE [1-5]. Thus, customers can expect and get the best possible error-free performance from

digital networks.

NEED FOR SYNCHRONIZATION IN DIGITAL NETWORKS

Synchronization is the means used to keep all the equipment in a digital telecommunications net-

work operating at the same average rate. If the receiving end is to receive and properly interpret

the digital signals transmitted over a communications link, it must stay in step, or be synchronized,

with the transmitting end. When digital signals are transmitted over a network of digital com-

munications links, switching nodes, and transmission interfaces, all entities must be synchronized.

This is known as network synchronization [5].

We refer to the loss or repetition of an entire flame of data as a slip. (The loss or repetition of

an entire frame of data along frame boundaries is more accurately called a controlled slip. For

purposes of this paper, slips and controlled slips are synonymous). Slips are caused by differences

in clock rates within a network and by the effect of transmission-induced impairments on clocks.

The primary methods used to control the slip rate and limit it to an acceptable level are:

1. Operate all clocks in the network at the same average rate.

2. Place buffers at the receiving end to absorb small phase variations.

In the United States, equipment clocks are categorized by ANSI standards according to accuracy

and performance level [4]. Stratum 1 clocks have the highest accuracy requirements: stratum

2, 3, and 4 clocks have progressively lower accuracy and performance requirements [5]. Timing

references are passed hierarchically from high-performing clocking system.s to equivalent or lower

performing clocking systems within a network to synchronize many equipment clocks to one, nom-

inal reference frequency. Most of the clocking systems used in the AT&T switched network are

stratum 1 and stratum 2. Most clocks found in CPE, such as PBX's and multiplexers, are stratum
4.

However, even when all the equipment clocks are synchronized to a single master clock, it still is

impossible to eliminate slips in a digital network. Therefore, synchronization plans are developed

to minimize and control the rate at which slips occur. A synchronization plan specifies the timing

flow through the network and takes into account equipment performance, facility performance,

and network topology.

PRIVATE NETWORK SYNCHRONIZATION PLANNING

Customer digital private networks present additional complexities for synchronization planning.

Typically, these networks have diverse architectures; i.e., the equipment and facilities they contain

come from multiple vendors and carriers and are interconnected in complex arrangements [7].
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In addition, the quality of the clocks in CPE tends to be poor in private networks. Most CPE

currently use stratum 4 clocks, which are not designed to transfer timing references between

equipment. Consequently, the private network arena is the most difficult one in which to obtain

high quality synchronization performance and is the one most susceptible to overall performance

problems.

SYNCHRONIZATION ARCHITECTURE

Ideally, timing flow in digital private networks follows the hierarchical source to receiver method.

That is, synchronization references are passed from high performing clocks to the low performing

clocks. While most private network equipment is usually equipped with stratum 4 clocking systems,

some CPE have stratum 3 systems.

Most public switched network services contain traceable, stratum 1 timing (i.e. timing that origi-

nates from a stratum 1 primly source). Hence, if the timing source in a private network originates

from a traceable, stratum 1, public switched network link, then such timing should be distributed

to all CPE throughout the network. Ideally, intra-building timing will be distributed via a hi-

erarchical arrangement. In such an architecture, the best performing clock in a building is used

to distribute timing to all office equipment via dedicated lines in the office. The clock is referred

to as a BITS (Building Integrated Timing Supply). The BITS receives its timing reference from

outside the office. This architecture is used for the AT&T public network. In private networks, a

BITS type arrangement is unlikely to happen because most CPE do not have a dedicated timing

interface and can only derive timing from a traffic-carrying signal.

Figure 1 illustrates a typical private network location. This location is connected to four other

locations in the private network, as well as to three public-switched-network services. Each public-

switched-network service contains timing that can be traced to a stratum 1 clock. All equipment

at the location requires synchronization, and the diagram shows a reasonable synchronization plan

for the site. This plan adheres to the hierarchical timing-flow requirements and permits diverse

timing sources into the location.

However, the location does not contain a true BITS architecture. Instead, the location illustrated

in Figure 1 has two BITS clocks: the PBX, and the digital cross-connect system (DCS). A BITS

architecture offers several advantages:

1. Maximum use of the highest performing clock at the location (without intralocation cascading

of timing references)

2. The BITS clock serves as a central point for maintaining synchronization within the location.

Because of implementation problems, private network BITS designs are unlikely. Customer premises

lack bridging repeaters for routing timing signals within the site. In addition, some stratum 3 and

most stratum 4 CPE systems lack dedicated timing interfaces.

A major focus for any synchronization plan is to overcome topological complexity and constraints.

Private networks can suffer from excessive cascading of CPE, lack of diversity of timing references,
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and hierarchical conflicts. There may be limited connectivity within the private network and to

public switched networks. They may lack provisioning for BITS architectures.

Before a good synchronization plan can be developed for a given network, we must consider these

issues in detail. But we must understand that these problems may be compounded because equip-

ment and facility performance will also vary and affect network performance. The stratum 4 clock

is one of the consistently poor performers in private networks [7'].

CPE CLOCKS

Originally, stratum 4 clocks acted as the CPE receive clock, which terminates timing; they were

not designed to transfer timing references between systems. But as the private customer_)wned

networks have grown more complex, the clocks in CPE (such as PBX's and multiplexers) have been

used to transfer timing. Private networks often have long chains of stratum 4 systems through

which timing is cascaded.

The main problem with stratum 4 clocks is not their low oscillator accuracy (typically 32 parts

per million), but rather their inability to switch cleanly between timing references. If the timing

reference for a stratum 4 clock.is sufficiently impaired, the clock will switch to its backup timing
source, which may be either another timing reference or the clock's internal oscillator. Stratum 4

clocks do not have a phase build-out mechanism that would slowly correct for the phase difference

between the previous and current sources of timing. Therefore, the reference switch would cause

a phase hit at the CPE's digital interfaces. If this CPE is providing a timing reference to another

piece of equipment, the receiving CPE will react to this degradation (which looks like an error

burst) by inducing a reference switch of its own. Thus, these impairments will propagate through

the chain of cascaded stratum 4 clocks, seriously affecting the network's performance [8].

Stratum 3 and stratum 2 clocks do not suffer from this phenomenon. If a reference switch occurs,

these clock systems correct for phase differences between references [6].

Today, digital network standards define a new level of stratum4 clock that incorporates phase

build--out when references are switched. For example, AT&T's TR 62411 (the interface specifica-

tion for Accunet T1.5 service), which was last published in December 1988, defined an enhanced

stratum 4 clock that can be used for timing transfer [8]. This clock, which TR 62411 calls stra-

tum 4, type I, met the requirements for maximum time-interval error (MTIE), which regulates

the total phase movement and the rate of change of phase movement of the timing signal under

reference_witching conditions. In addition, a new EIA/TIA standard defines the same enhanced

stratum 4 system [10].

PRIVATE NETWORK PERFORMANCE

Overall, the typical synchronization performance of a digital private network can be up to 100,000

times worse than the performance of the AT&T network (in terms of frequency accuracy). When

new CPE synchronization standards for the telecommunications industry are implemented in pri-

vate networks, this performance should improve by several orders of magnitude. Generally, a

high--quality synchronization plan is needed to minimize the occurrence of slips, error bursts, and

phase hits in private networks.
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SYNCHRONIZATION PLAN DESIGN CONCEPTS

Some basic concepts need to be considered during the design of a synchronization plan:

.

,

.

Whenever possible, it is important to adhere to the hierarchical rules of timing transfer.

That is, timing should always be passed from low numbered stratum devices (e.g. stratum

1, stratum 2) to equivalent or higher numbered stratum devices (e.g. stratum 3, stratum 4).

Traceable, stratum 1 timing sources need to be nsed whenever possible, and timing sources

should be diverse whenever possible.

Timing loops must be avoided. These loops occur when two or more CPE transfer timing to

each other and form a loop without a designated master source.

4. The cascading of timing references through CPE should be minimized.

These are some of the fundamental concepts that are the basis of over 6000 rules that AT&T has

developed for synchronization planning of digital private networks. The rules have been incorpo-

rated into an expert system, called PRINCE-S, that was developed by AT&T Bell Laboratories.

PRINCE-S, stands for PRivate Network Computer-based Expert-system for Synchronization[9].

EXPERT SYSTEM FOR SYNCHRONIZATION PLANNING

AT&T developed the PRINCE-S system to mechanize the task of synchronization planning for

a private network in a consistent, accurate, and reliable way. AT&T synchronization engineers

have used the system to help them design synchronization plans and maintain synchronization
!

networks.

The system generates network maps that specify primary and backup timing reference distribution

for each CPE, and estimates the synchronization performance of the network end-to-end (and

for each CPE). The system's recommendation represents the best synchronization performance

attainable, based on information used to model the network topology, equipment, facilities, and

public-switched-network connectivity.

SUMMARY

We have explained how AT&T provides the means to give the best possible synchronization perfor-

mance in digital customer_)wned private networks. This includes consideration of synchronization

planning for customer_)wned networks and CPE clock-performance issues.
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Figure 1. Synchronization plan for all equipment at a representative location in a private
network. This lex:ation is connected to four Other locations in the network and to three
public-switched-network services. The timing for each network service can be traced to a
stratum l clock.
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QUESTIONS AND ANSWERS

D. Allan, Allan's Time: This is a broader question than just a private network but perhaps you
can address it. If the timing community could provide for telecommunication a clock or clock

system which would allow you to synchronize the network with even a broad network say at the
100 nanosecond level forever for all the nodes. What would that mean to telecommunication,
if it could be done inexpensively?

C. Near, AT&T Bell Laboratories: It depends upon how inexpensive is inexpensive. It is in
a normal carrier environment, for long distance carriers or your locals where they can afford
clocking systems, that could be of benefit. If they were in a few ( ? ) range, that is fine.
Private networks is where you are going to be getting a much larger customer basis. They are
not going to spend that much money. They will spend maybe a $1000.00 for a clock and will

not want to spend a whole lot more than that. Sometimes you can get them to spend maybe
$5000.00 on a clock but those are cases where you are lucky. If it is in a few hundred to a
$1000.00 range and offer that; then they will go for it.

R. Brown: Just my two cents on that Dave. The one thing that I would like to emphasize a
little bit from Chris's talk is this is a field with a huge number of players in it. If you look at
our specifications I think you people might say that performance is lousy, these guys have got

to be dumb if they can not achieve this. We are not dumb, it is just we have a lot of players.
We have got different carriers, we have got different vendors. Any circuit that is going to go
across the country, you have got local exchange carriers and inter-exchange carriers. Those
carriers buy equipment from different vendors and so you are looking at a chain of clocks that
is managed by possibly three management entities and the equipment might be built by a dozen
different vendors. It might be possible for us to say this is good clock design but we can not
force people to implement a design. As far as something at every node, our clients themselves
are looking at LORAN receivers. This is a fairly inexpensive thing that might be implemented

at every node. Right now their impression is, that is not cost effective. Something has got to
be cheaper than to be at every node.

G. W'mkler, USNO: This is very right but on the other hand if you have a huge number
of customers that is going to bring the price down tremendously. Don not forget all the
clock technology today is based on a customer base which can absorb maybe several thousand
precision clocks per year. If they can absorb five hundred thousand clocks per year, the price
Is going to drop as precipitously as the GPS receivers have dropped. Today, only three years
after a GPS receiver cost $50,000.00, it is down to $900.00. I would predict to you that a clock
which will have one part and 1011 capability will cost you less than $500.00 seven years from
now, if you have that kind of a customer base and if you will completely turn around all these
considerations.

W. Harding, Naval Electronics Systems: That customer base is just right around a corner for
you because with the advent of the telephone systems and the pictures that you are going to
be able to see years from now by the person that you are talking to on the other end. Also

the individual customers as far as VHS communications will all be through satellites. So you
are going to have a big base.

R. Kern, Kerneo: I have a question. I am new to telecommunications but I have not heard

any of you fellows talk about reliability. What is your experience? What MTBF do you need?
You can talk about a $100.00 but if it is only going to last a week you are in trouble. Could
you comment on reliability or have you guys got standards on that?

R. Brown: I am going to comment on that real quickly and then we will get to Bob's talk and
save any other questions to the end. Just on reliability, what we have done at Bellcore is we
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write requirements for equipment. We require a lot of duplication of equipment so that no
single failure will cause the system to fail. That is really the way we have gone after reliability
and it seems to have worked out ok, that you don not get any duplicated failures. As far as

specific MTBF numbers, the clocks and the function they are serving are very critical so it has
to be very high. The way we have attacked it, is to require duplication of equipment.
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Abstract

Almost everyone that has heard of SONET knows that the acronym stands for Synchronous Optical
NETwork. There has been a host of magazine articles on $ONET rings, SONET features, even 50NET
compatibility with digital radio. What has not been highly publicized is the critical relationship
between SONET, network synchronization, and payload jitter. This paper will address this topic.

Introduction

Almost everyone that has heard of SONET knows that the acronym stands for Synchronous
Optical NETwork. There has been a host of magazine articles on SONET rings, SONET
features, even SONET compatibility with digital radio. What has not been highly publicized is
the critical relationship between SONET, network synchronization, and payload jitter. This
topic has been jointly studied by T1X1.3 and T1X1.6 Working Groups. Recently, these two
groups have been combined into one group which is called TlXl.3 Synchronization and

Tributary Analysis Working Group.

Still No Jitter Specification

The work T1X1.3 is currently doing in SONET payload jitter is extremely important to the
successful deployment of SONET equipment in the network. If the badly needed DS3 payload
jitter specifications are not specified by ANSI soon, manufacturers will be free to output levels
of jitter in their equipment that may cause unacceptable service in the network. In addition,
these problems can be extremely difficult to trace. Some people may be surprised to learn that
standardization of SONET began in 1985, and it is now 1992 and there still is no SONET

payload jitter specification from ANSI. The industry is getting close and is expected to release
these badly needed jitter specifications for letter ballot in March of 1993. This paper explains
the relationship between synchronization and payload jitter in SONET systems and how
important these specifications are.

Asynchronous vs. Synchronous Multiplexing

In the past, network synchronization quality did not have an adverse effect on payload
transport systems because these transport systems operated asynchronously. In other words,
the transport system did not require external synchronization to properly operate. They used a
free running oscillator in each terminal to drive the output frequency such as a 1.2 Gb/s fiber

optic terminal (e.g. Alcaters LTS-21130). But SONET has changed all this. The "S" in
SONET stands for synchronization and now the SONET transport syste m requires

synchronization engineering (except in some simple point-to-point cases).

SONET uses synchronous multiplexing to go from lower rate signal (e.g. STS-1 or OC-3) to
higher rate signals (such as OC-12). This allows efficient Add Drop Multiplexers (ADM) to be
built. Because the synchronization network has frequency and time phase variations, SONET
uses an STS-1 pointer processor to synchronously multiplex "N" STS-ls to an OC-N signal
in a slipless manner. A pointer processor uses positive/zero/negative pulse stuffing to
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accomng_te differences in STS-1 frequencies when synchronously multiplexing them
together to form the high speed output.

Figure 1 shows an OC-3 terminal with three STS-1 inputs and one OCo3 output. The three

STS-ls go through a pointer processor to frequency synchronize them so that they may be
multiplexed in a synchronous manner to form the OC-3 output signal. One of the drawbacks
of this technique is that jitter is encoded into the signal that is being wansported when an STS-
I pointer adjustment occurs. This is similar to jitter caused in an M13 except it is more severe.

This jitter, being much more severe than the jitter caused in an M13, can cause service
degradation. Simply put, time phase noise on the synchronization network can cause STS-1
pointer adjustments in SONET systems. These pointer adjustment cause 8 unit interval of

phase discontinuity (or jitter) to be encoded in the payload signal being transported (e.g.
DS3). This jitter, if not properly bounded, will cause severely errored seconds (bit errors or

mis-frames) to occur on payload being carried. Thus, giving the end customer poor quality of
service. This has been one of the major issues T1X1.3 has been addressing (i.e. how
synchronization performance affects service quality in a hybrid network).

Service Affecting Jitter Across SONET Islands

Figure 2 shows an example of a hybrid network which is a network with mixed asynchronous
and SONET transport equiphaent. In a hybrid network, a DS3 is transported by traditional
asynchronous transport equipment (e.g. 565 Mb/s lightwave system) and SONET islands. A
SONET island is a collection of SONET equipment interconnected at the OC-N or STS- 1
interface. This can be as small as a point to point SONET transport system or as large as ten to
a hundred SONET network elements interconnected. Jitter accumulation of a DS3 signal
across multiple SONET islands must be bounded, or the current network jitter specifications
will be exceeded. This may cause the service being transported to degrade to a point were it is
unreliable. There are many complex variables which can have an influence on jitter
accumulation in a hybrid network, and two primary factors are the quality of the
synchronization input and the payload jitter produced per single pointer adjustment. Before
going into any detail, it is important to understand how synchronization is distributed in the
network today.

Typically, synchronization timing is distributed from one Central Office (CO) to another
Central Office via traffic carrying DS 1 facilities. When synchronization timing signals are
distributed using traditional transport equipment (fiber terminals, multiplexers, digital cross-
connects, etc.), phase noise is added to the signal. This phase noise is caused by various
sources which include waiting time jitter cause by multiplex pulse stuffing, thermal noise, etc.

Historically, the phase noise on synchronization sources did not cause serious service

degradation on digital switching systems because they used large slip buffers. Most NE's
which require slip buffers, have 1 or 2 DS 1 frame storage buffers. This large amount of
buffering can easily accommodate the short-term phase noise introduced in the network. Now,
because of the way that SONET systems handle short-term phase noise variations, there is a
need to specify and limit the short-term phase noise on a signal used to synchronize a SONET
NE. The phase noise of most interest to SONET network is in the observation range of 0.1 to

1000 seconds. Specifications for this range have recently been adopted and are currently being
letter balloted at the T1 level. High levels of short-term phase noise, on either the
synchronization input or the OC-N input to a SONET NE, can cause excessive pointer
movements to occur in STS- 1 or VT pointer processors, which in turn can cause excessive
jitter in the payload signal. This jitter can cause degradation to or loss of customer service
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altogether. As a result, SONET is sensitive to this phase noise which the existing network can
tolerate.

Phase Noise, Jitter, and Wander

Network phase noise which has high speed frequency components (> 10 Hz) is called jitter.
Slower speed phase noise is called wander. Both jitter and wander routinely exist in the
network and can cause data impairments to occur. In today's network, excessive jitter can
cause bit errors or signal frame loss whereas wander can cause buffer spills or slips to occur.
Although SONET is no more sensitive to jitter than any other network element, it does react to
low speed wander. SONET,. in effect, translates low speed wander on the synchronization
input to high speed jitter on the payload being transported. The jitter shows up on DS 1s and
DS3s which traverse a SONET system. The mechanism in SONET which does this translation
is the STS- 1 or VT pointer processors.

One of the benefits of the STS-1 (or VT) payload pointer is to provide the ability for SONET
NE's to operate properly in a plesiochronous environment without the need for slip buffers.
This avoids the delays and data impairments that can be caused by frame slip buffers. This is
accomplished in a similar manner as an M12 (a DS 1 to DS2 multiplexer). An M12 can account
for differences in DS 1 and DS2 frequencies by using positive pulse stuffing technique. But
one of the major differences between the STS-1 payload pointer and an M12 multiplexer is
that the STS- 1 payload pointer operates on the highest theoretical jitter peak with
positive/zero/negative stuffing. To further compound this, SONET uses byte stuffing rather
than bit stuffing. This causes the waiting time jitter to be an order of magnitude higher than
single bit stuffing. As a result, severe jitter can appear in the payload signal. SONET requires
sophisticated desynchronizers which can attenuate the 8 bits of phase discontinuity (or jitter)
caused by STS-1 (or VT) pointer adjustments.

Important Role of TIXI Committee

T1X1 has been studying the relationship of synchronization quality, STS-1 pointer
adjustment, DS3 payload jitter, and service performance in a hybrid network that will occur
while transitioning the network to SONET. It has been through industry cooperation and
participation that has help T1X1 solve this complex problem. First, network synchronization
measurements needed to be taken in the actual network. Important data on synchronization
quality (short-term stability) was not available. Several network providers spent months
collecting needed data to help specify synchronization network performance. T1X1 contracted
the services of NIST (National Institute of Standards and Technology) to help analyze the

data, and NIST provided T1X1 with a new metric on how to specify synchronization quality
in the region of interest. This new metric is called Time Variance (TVAR), and is currently

being used to specify synchronization performance levels for SONET. In addition, a clock
noise model was developed which was based on the characteristics of the synchronization
network data. This clock noise model was used to simulate the jitter performance of a DS3
being transported in a hybrid network similar to that shown in Figure 2.

Results of Two Years Work

After collecting synchronization network data and extensive network simulation, it is
recommended that the best manner to control DS3 payload jitter accumulation in a hybrid
network is to limit the jitter at the source. That is minimize the jitter caused by a single STS- 1
pointer adjustment. This would allow network providers to use their existing synchronization
network without requiring costly replacement for SONET deployment. In other words,
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SONET equipment could be deployed and synchronized with current synchronization network
if the proposed tighter DS3 payload jitter specifications are adopted..

The current proposed DS3 payload jitter specification for a single pointer movement is 0.25
unit interval peak-to-peak. This specification is expected to begin the T1X1 letter ballot
process by March 1993 and is tighter than the previous proposed 1.5 unit interval SONET
payload output jitter specification. BUt recent analysis has shown that the tight specifications
are needed for achieving satisfactory network performance and will most likely be adopted as
ANSI standards later next year. The new tighter jitter specification affects the point were DS3s
are extracted from a SONET transport system (i.e. at the DS3 inpuVoutput conditioning
circuits). To avoid and minimize possible network problems caused by excessive jitter, it is
important equipment be checked to see if it complies with the new anticipated jitter
specification.

Summary

SONET has not only gained national acceptance, but world wide acceptance. The industry
understands the benefits that SONET promises to offer with efficient ADM, transport of new
broadband services, extensive performance monitoring and fault location capability. But one
very important specification overlooked is the DS3 payload jitter specification for SONET.
This can have a major impact on quality of service as SONET is deployed in network.
Network jitter problems caused by STS- 1 pointer adjustment can be extremely difficult to
pinpoint. Tighter jitter specification can give the network the margin needed to guarantee grade
of services customers are demanding. Network operators need to consider supporting and
adopting the 0.25 unit interval single pointer adjustment proposed specification in T1X1
because it will help ensure that proper network performance is maintained as the network
migrates towards an all SONET network.

Phase Noise -
Jitter -

Wander-

Pointer Adjustment-
Pointer Processor -

Plesiochronous -

Bit/Byte stuffing -

Perturbations of a digital signal's "Is" and "0s* as compared to an ideal source.
The short term phase variations of the significant instants (e.g. zero level crossings) of
a digital signal from their ideal position in time. Here short term implies phase
oscillations of frequency greater that or equal to 10 Hz. Jitter is a potential source of
bit errorsand mis-frames in a digital network.
The long term phase variations of the significant instants (e.g. zero level crossings) of
a digital signal from their ideal position in time. Here long term implies phase
oscillations of frequency less than 10 Hz. Wander is a potential source of slips in a
digital network.
Technique for accommodating timing differences within SONET.
A device which performs pointer adjustment to frequency synchronize an STS-I input
to an OC-N output rate.
Two signals are plesiochronous if their corresponding significant instants occur at
nominally the same rate, any variation in rate being constrained within specified
limits. In other words, two signals whose frequency is almost synchronous.
a technique used to frequency synchronize a signal's rate to some other rate. An M13
uses bit stuffing when multiplexing 28 DSls to one DS3. A SONET STS-1 pointer
processor uses byte stuff'rag (eight bits at a time) when multiplexing an STS-1 to OC-
N output. Both of these techniques cause phase noise in the signal, except byte
stuffing is eight times worse.
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Figure 1: SONET synchronous multiplexing with STS-1 pointer processors

Figure 2: Hybrid Network used to study network DS3 jitter accumulation
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QUESTIONS AND ANSWERS

K. Martin, Bonneville Power Administration: I am curious with the SONET why they do that
stuffing like that, it seems like it throws all your timing off.

R. Cubbag¢,/Meat.el Network System Inc.: Yes, some hind sight there, we would rather have
had bit pointers but if you look at why we do that type of stuffing and SONET. Since we
are using synchronous transport systems and synchronous multiplexing, we have to be able to
account differences in frequency or phase between an input signal we are multiplexing and
the output signal. The way we do in today's switch network is a slip buffer. The only other
alternative of using pointer processors is to use a slip buffer. A slip buffer at the SONET rate
leads to the DS1 rate. It is only a 193 bits at the DS1 rate. At the SONET rate since it's
51.84 megabits it would be 6,480 bits. So a slip buffer would be over 6000 bits in length and at
every transport multiplexing circuit you would have at least 125 microseconds of delay. When
you look at the number of elements you would go through in a network, that delay would be
unacceptable. So pointer processors, a fraction of a size, minimizes the delay and reduces the
buffer storage.
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Abstract

Precision time and frequency reference signals have been effectively disseminated using high-

qualily intricate ]iber-optic distribution systems. The quality of signals distributed by such systems
is excellent, but the cost of these systems makes them unavailable to many potential users. In this
paper, a study of signal quality maintained using inexpensive commercial transmitter/receiver pairs
is undertaken. Seven different transmitter/receiver pairs obtained from four different manufacturers
have been thoroughly tested using a 5 MHz sinusoid derived from a precision, temperature-
controlled, crystal-controlled oscillator. The electrical signal output from each fiber-optic receiver
was tested for spectral purity, single--sideband phase noise, and AM noise, and the results are
tabulated and discussed without identi]ication of the manufacturer or the equipment model number.

INTRODUCTION

One advantage of maintaining atomic frequency standards is that their reference frequency signals

can be distributed to a number of users who need an precision common time base, accurate time,

or a local oscillator with minimal long-term drift. At the Applied Physics Laboratory (APL), for

example, atomic frequency references are distributed to the calibration laboratory for the calibration

of long-term drift in quartz oscillators that are in precision measurement equipment, and also to

satellite communications and tracking facilities for use as a local oscillator. One of the difficulties

associated with a remotely located atomic frequency standard is that its signals tend to be degraded

by transmission over long distances. The time and frequency laboratory at APL, for example,

distributes 1, 5, and 10 MHz frequency references to eight facilities over distances up to 3000 feet.

Unfortunately, long interbuilding connections typically share cable trays and underground conduits

with digital computer-network cables and 60 Hz power cables. Frequency-reference signals are

often badly distorted by induced electrical interference as they are distributed via coaxial cables.

At APL, for example, the 60 Hz sine wave superimposed on some distributed 5 MHz signals was

large enough to trigger, and be displayed by, an oscilloscope.

A typical application at APL usually requires the distribution of both 5 MHz and 1 pps signals in
the same cable bundle. When these signals travel side by side for 3000 ft in parallel coaxial cables,

the potential for cross talk exists.
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To minimize electrical interference and distortion, construction of a multichannel fiber-optic trans-

mission network was initiated at APL. Currently over 75 channels of information (including 1, 5,

and 10 MHz frequency references, and IRIG B and 1 pps reference signals) are distributed by APL's

time and frequency laboratory; 30 of these lines are interbuilding connections. Monetarily, it is

impractical to implement 30 interbuilding connections with customized analog fiber-optic links,

which would cost thousands of dollars per channel. We therefore began testing inexpensive com-

mercial fiber-optic transmitters and receivers that were designed for video signal transmission as
a means of disseminating our reference signals.

In this study, seven different fiber-optic transmitter/receiver pairs from four different manufacturers

were tested to verify the extent to which they degrade the single-sideband phase noise, harmonic

distortion, spurious noise, and AM noise of a 5 MHz sinusoid derived from a precision, temperature-
controlled, crystal_controlled oscillator. The test results are summarized here without identification

of the manufacturer or the model number. The systems we tested ranged in price from $600 to

$10,000 per transmitter/receiver pair, with most of the systems priced at the low end of that range.
The prices per transmitter-receiver pair of the systems were as follows:

System A $600 System 13 $700

System C $700 System D $2850

System E $3800 System F $10,000
System G $700

By comparison, the cost of APL's commercial 50_ buffer-amplifier system with coaxial-cable distri-

bution (when fully populated, resulting in minimum cost on a per-channel basis) is approximately
$350 per channel.

APL currently maintains 14 fiber-optic distribution lines, consisting exclusively of equipment cost-

ing less than $1000 per trhnsmitter/receiver pair. In each case, the fiber-optic systems have im-

proved the reliability of signal transmission through the elimination of either electrical surges caused

by induced voltages (such as lightning) or mismatched terminations (or a direct short) by the user

at his end of the distribution cable. Fiber-optic distribution has also drastically improved the
quality of the distributed signals by greatly reducing electrical interference.

EXPERIMENTAL PROCEDURE

The seven systems tested here are designated System A through System G. The output of each

system was tested for single-sideband phase noise performance, harmonic and spurious noise, and

AM noise. All tests were performed using the transmitter/receiver pair to transmit a low-phase-
noise 5 MHz sinusoid derived from a precision, temperature--controlled, crystal-controlled oscillator.

The same reference oscillator was used to test each system and to determine the noise floor of each.

The oscillator was used instead of an atomic frequency standard because it exhibits better phase--

noise performance and lower-level harmonics in its output than does a typical atomic frequency
standard. The oscillator's performance is illustrated in Figures 1, 2, and 3.

For the tests, each transmitter and receiver pair was connected by a short fiber-optic cable (less

than 50 feet long). When possible, the tests were repeated using a 3200 ft, 250/62.5#m diameter
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multimode fiber. When availability allowed, more than one transmitter/receiver pair representative

of each system was tested.

Phase noise tests were conducted using an HP3048A phase noise test system, which was calibrated

(traceable to NIST) to be accurate to within +2 dB over the frequency range of interest. The

fiber-optic systems were tested over the frequency range of 0.1 Hz to 100 kHz from the carrier

frequency. The results of each test are presented individually in graphical form and are discussed

collectively. It is clear from Figure 1 and Figures 5a through 10a that the fiber-optic systems

measurably degraded the phase noise of the reference oscillator at frequencies greater than 1 Hz
from the carrier.

In some phase noise tests, buffer amplifiers were required to maintain specified signal levels. When-

ever buffer amplifiers were used, the HP3048 phase noise system was recalibrated with the amplifiers

included to ensure that the noise floor of the system with the buffers was well below that exhibited

by the outputs of the fiber_)ptic systems. AM noise tests were also performed using the HP3048A

phase noise system over the frequency range of 1 Hz to 100 kHz from the carrier frequency.

The spectral purity of the reference oscillator and the systems under test was verified with an

HP8560A spectrum analyzer that was set for a frequency range of 1 to 51 MHz, with a video

bandwidth and resolution bandwidth of 10 kHz. These settings provided a clear picture of the

frequency spectrum of the'devices under test.

The single-sideband phase noise of the reference oscillator used tl_oughout the testing is shown in

Figure 1, a plot of its spectral purity appears in Figure 2, and its AM noise is presented in Figure 3.

As will be seen, the reference oscillator exhibits much better phase noise performance beyond 1 Hz

from the carrier and has a much cleaner frequency spectrum than any of the fiber-optic systems can

maintain, so the numbers seen in the test results are truly attributable to the optical transmitters

and receivers being tested.

DESCRIPTION OF THE SYSTEMS

SYSTEM A

System A consists of a stand-alone transmitter and receiver pair that cost $600. Three identical

models were available and tested. The system uses an LED light source at 850 nm for light

transmission, and light is transmitted through 205/62.5-#m diameter multimode fibers. The system

has an input frequency range of DC to 60 MHz, and its electrical output can be adjusted from 50

mV to 2 V p-p.

SYSTEM B

System B consists of a rack-mounted system that costs approximately $700 per transmitter/receiver

pair when the rack chassis is fully populated. The rack chassis holds approximately 10 plug-in cards,

with up to two transmitters or receivers on each card. Its operational frequency range is from near

DC to 20 MHz, with an electrical output amplitude that is adjustable up to 3 V p-p. This system

uses an LED operating at 850 nm as its light source and 62.5 #m multimode fibers connected the

transmitter and receiver. Two System B transmitter/receiver pairs were available for testing. The

performance of this system was partially limited by the presence of noise added by a 1 pps signal
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being distributed by a transmitter on the same chassis, although the manufacturer claims that this

system is capable of distributing both sinusoidal and pulsed signals from the same chassis.

SYSTEM C

System C consists of the same equipment as System B, but with the transmitter distributing the

1 pps signal removed. There is a noticeable improvement in the system's performance with the

removal of the 1 pps signal lines. A comparison of the system with and without the 1 pps lines

active is important because it is not uncommon for a timing station to distribute both 5 MHz

frequency references and 1 pps timing references.

SYSTEM D

System D consistsofa stand-alonetransmitter/receiverpairthat costs$2850,and operatingwith

an 1300-nm LED as itslightsource.Only one transmitter/receiverpairof thistype was available.

The system'sfrequencyrange is5 to 125 MHz, and itselectricaloutput isapproximately -10 dBm.

Connector incompatibilitypreventedthissystem from being testedoverthe 3000 ftcable.

SYSTEM E

System E consists of a stand-alone transmitter/receiver pair that costs $3800. This system uses

a 1350-nm laser transmitter and single-mode optical, fiber for interconnection; therefore, it could

not be tested with the 3000-ft multimode cable. Only one such system was available for test. Its

operating frequency range is 5 to 300 MHz, with an output power riear -25 dBm.

SYSTEM F

System F isalsoa stand-alonesystem usinga 1350-nm laserlightsource,and single-modeoptical

fiberinterconnection.The system costs$10,000 per channel,and only one transmitter/receiver

pairwas available.Itsoperatingfrequencyrange is5 MHz to 3 GHz.

SYSTEM G

System G is a rack-mounted system that consists of a chassis with ten plug-in slots, and the ability
to house two transmitters or receivers in each slot. When the chassis is fully populated, the system

costs $700 per channel, and uses an 850-nm LED as a light source. Although similar, System G

and System B were supplied by different manufacturers.

EXPERIMENTAL RESULTS

The results of the single-sideband phase noise tests and spectral analyses of each individual system

appears in Figures 5 through 11, and is summarized in Table 1. Figure 5a shows the single-sideband

phase noise of System A's output when transmitting the reference oscillator through a short optical

fiber, and Figure 5b shows the spectral purity of its output when transmitting the same signal.

Figures 6 through 11 show the similar two measurements for Systems B through G, respectively.
Table 2 summarizes the AM noise measured in the outputs of the reference oscillator and in the

fiber-optic links as a function of frequency.
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Three pairs of System A equipment were available for testing. Each one was tested with both a

10 ft and a 3200 ft multimode fiber. Figure 5 is representative of the results of the six test runs

performed on System A. The single-sideband phase noise curves obtained from all three receivers

with the long and short fibers exhibited a noise floor of 115 ± 4 dBc/Hz for frequencies greater

than 10 Hz from the carrier frequency. In all three cases, the phase.noise floor was 2 to 3 dB lower

when the 3200 ft fiber was used for signal transmission.

The frequency spectrum shown in Figure 5b is typical of that seen in all six tests of the trans-

mitter/receiver pairs of the type used in System B. The first harmonic ranged from 36 to 50 dB

below the carrier, and the second harmonic ranged from 35 to 45 dB below the carrier. The higher

harmonics were insignificant, if present at all, and there were no cases with spurious signals other

than those that were harmonically related.

The excessive spurious signals seen in the phase noise characteristic _ofSystem B (Figure 6a) were

caused by the presence of a 1 pps transmitter in the rack chassis used to supply power to the

plug-in transmitter-receiver pairs under test. Two pairs of equipment were available for testing,

and both showed similar phase noise response; the phase noise of the two transmitter/receiver pairs

were within 3 dBc/Hz of each other. The presence of the 1 pps transmitter in the system chassis

caused an excessive number of spurious signals in the systems phase noise between 5 and 100 Hz;

similar spurious signals were seen over the same frequency range in the AM noise measurements

for System B. In both receiver's outputs, the first and second harmonics are between 37 and 44 dB
below the carrier.

In order to find the ultimate performance of the equipment being tested, the tests were repeated

with the 1 pps transmitter removed from the rack chassis that housed the transmitter/receiver pairs.

After the 1 pps transmitter was removed, the System B equipment was redesignated as System C

to differentiate the test results from the original System B tests. When the systems were tested

with a short optical fiber interconnection, the first System C transmitter/receiver pair achieved a

noise floor of-115 dBc/Hz. The second System C transmitter/receiver pair exhibited a noise floor

of-125 dBc/Hz, 10 dBc/Hz below the noise floor the same transmitter/receiver pair achieved with

the 1 pps transmitter in the chassis. Phase noise tests were repeated with the 3200 ft optical fiber,

a length slightly longer than System C's specified range, which resulted in the phase-noise floor

rising to -100 dBc/Hz.

The first harmonic was roughly 45 dB below the carrier level, and the second harmonic was near

50 dB below the carrier. As is evident by comparing Figures 7b and 8b, the noise floor in the

frequency spectrum of System C was 10 dB below that of System B, showing the effect of the 1

pps signal's presence in System B.

Only one transmitter/receiver pair representative of System D, System E, and System F were

available for testing. System D and System E were manufactured by the same manufacturer for

analog trarLsmission over a similar frequency band. The primary difference between the systems

is the light source; System D uses an LED and System E uses a laser. Both systems achieved a

noise floor of-120 dBc/Hz. The first and second harmonics in the output of System D were 40 and

50 dB below the carrier level, respectively, whereas in System E both the first harmonic and the
second harmonic were 37 dB below the carrier level.

System F, which is considerably more expensive than all the other systems, exhibited a noise floor of
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-125 dBc/Hz, with the first and second harmonics 38 and 50 dB below the carrier level, respectively.

System G has 75-_ electrical inputs and outputs, but both the reference oscillator and the HP3048A

are configured for 50-_ systen_% requiring impedance matching networks to interconnect the de-

vices. In is possible that those impedance matching networks may have limited the test results of

System G, although its measured performance compares favorably with the other systems. System

G exhibited a single-sideband phase noise floor of-118 dBc/Hz, with the first harmonic 36 dB
below the carrier level.

As can be seen in Table 2, each of the transmitter/receiver pairs significantly degraded the AM noise

characteristics of the reference oscillator. With the exception of System B, each system achieved

an AM noise floor in the neighborhood of-120 dBc/Hz. The reference oscillator's AM noise floor

was closer to -150 dBc/Hz. No AM noise measurements were made on System A. During the time

System A was available for testing, the AM noise measurement system was being calibrated and
was not available for use.

CONCLUSIONS

The most interesting result of testing these many fiber-optic systems is that they all achieved a

single-sideband phase noise floor of-115 to -125 dBc/Hz. This noise floor was amazingly consistent

across the tests even though these systems used different light sources and frequencies, they varied

widely in cost, and they were manufactured by many different manufacturers. Since a number of

examples representative of Systems A and C were available, they were tested in the full permutation

of configurations; that is, System A transmitter 1 was tested with System A receiver 1, 2, and 3,

etc. From these tests, it is clear that, at least for these systems, the phase noise in the output signal

is not completely limited by either the transmitter or the receiver, but rather by a combination of
both elements.

It is also interesting to note that fiber-optic cable length can have a measurable effect on the signal

quality. As was seen in System A, for example, the phase noise for frequencies greater than 10 Hz

from the carrier frequency was approximately 3 dBc/Hz lower at the longer fiber lengths than it
was for the shorter fibers.

It is clear that all the fiber-optic systems significantly degrade the single-sideband phase noise,

AM noise, and harmonic distortion of a quality oscillator. The levels of performance achieved by

these systems is acceptable for reference frequency distribution if the transmitted signals are being

used as a common time base for test equipment, or as a reference for a system that phase locks its

own internal voltage controlled oscillator to the transmitted reference.

BIBLIOGRAPHY

[1.] R. Simons, Optical Control of Microwave Devices, Artech House, Boston (1990).

[2.] E. Udd, Fiber Optic Sensors, John Wiley, New York (1991).

[3.] H. W. Yen et al., "High-Speed Optical Modulation Techniques", Optical Technology for

Microwave Applications II, SPIE, 645, 2-9 (1985).

348



[4.] G. Keiser, Optical Fiber Communications, McGraw-Hill, New York (1983).

Table 1. Single-sideband phase noise performance

of the fiber-optic systems.

Single_sideband phase noise (dBc/Hz)

Freq.

(hz)
0.1

1

10

100

lk

10k

100k

System FRe_rence System A System B System C System
- 90 -85 -90 -90 -90 -90 -80

-120 -115 -115 -115 -115 -117 -113

-145

-152

-153

-115

-115

-115

-115

-115

-116

-116

-116

-116

-116

-125

-125

-125

-125

-125

-120

-120

-119

-120

-118

D System E
- 90

-110

-118

-118

-119

-119

-119

-153

-124

-124

-124

-124

-124

System G

-118

-119

-119

-119

-119-153

Table 2. AM noise response of the fiber-optic systems.

AM noise response (dBc/Hz)

System D System E System F System G

-108 -90 -120 -110

-110 -100 -120 -115

-120 -117

Frequency

(Hz) Reference System B System C

1 -125 -112 -115

10 -133 -115 -121

100 -140 -112 -121

1000 -148 -113 -120

10k -153 -112 -119

100k -154 -111 -117

-115

-118

-105

-115 -120 -117

-118 -120 -120 -117

-118 -120 -120 -117
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QUESTIONS AND ANSWERS

Question: In many cases it's a noise performance characteristic which is not only parameter
of interest and have you also checked the delay stability for example with dependence on

Answer: We didn't do that in this particular test because our particular application is to use
as a frequency reference, we're not really worried about the delay so much between the start

and stop as we are as just a clean signal for for the user. It's also because these systems were
demo and some of the demos were borrowed systems so I didn't have a good underground
insulation to test a lot of the good thermal chamber to test temperature fluctuations. So no
we didn't do this test.

Bill Riley, EG&G: It would seem that one of the advantages of using the fiber optic distribution
would be to avoid hum. That wasn't really apparent in your data, I assume that most of those

power lines spurs were from the measuring system but could you comment on the effectiveness
of that length to avoid hum contamination?

Answer: Yes, that was the primary reason we sort of go into these systems because some of
our clocks and lines where you could see 60 Hz superimposed on the signals, and the fiber
optics obviously are immune to that but the problem you have to be careful of is that the
receivers and transmitters aren't immune so you have to watch the chassis. The spikes and the

plots were due to the phase and measuring system because it's plugged into a 60 Hz power
supply so of course it's got hum. But the system is very effective in illuminating that cause the
same we basically have parallel lines of coax and the fiber and the coaxial lines are essentially
useless because there is almost as much 60 Hz as there was 5 MHz. And when we replace the
same lines we're into the same conduits with these fibers and these transmitters. The signals

are now you know they are fine, they're useable in the automatic about two years of use. They
perform admirably. So they are definitely good for illuminating that as long as you keep your
transmitter power supplies isolated from 60 Hz noise.
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Abstract

The Frequency Standards Laboratory at the Jet Propulsion Laboratory (JPL) is responsible

for the generation and distribution of ultra-stable reference frequency in NASA's Deep Space

Network (DSN). Certain assemblies and components of the Radio Science and VLBI systems are

located in the cones of tracking antennas hudreds of meters from the Frequency and Timing

Subsystem's frequency standards. The very stringent requirements of these users challenge the

performance of state-of-the-art frequency sources as well as the associated signal distribution

system. The reference frequency distribution system described in this paper is designed around a

low temperature coe_icient of delay (TCD) optical fiber. On-site measurements of the fiber optic

link alone indicate 100 MHz phase noise performance on the order of -120 dBc at 1 Hz from

the carrier and Allan deviation on the order of parts in 10 TM at 1000 seconds averaging time.

The measured phase noise and stability of the link indicate that the performance characteristics

of the hydrogen maser frequency standards are not degraded by the distribution system. Thus,

optical fibers and electro-optic devices as distribution media appear to be a viable alternative to

the classical coaxial cable distribution systems.

INTRODUCTION

Reference signals for Radio Science experiments in the NASA/JPL Deep Space Network are pro-

vided by hydrogen masers. These masers are located centrally at the DSN tracking stations in a

controlled environment. The signals which drive the Radio Science local oscillators and up/down

convertors must maintain maser quality for equipment which is located hundreds of meters from

the maser source and in an environment which subjects this equipment to temperature variations

as well as vibration. Cable runs from the base of the antennas to the cone areas may be exposed to

a temperature differential as great as 40 ° C over a twelve hour period. Additionally, the equipment

located in the antenna is subjected to mechanical vibration and flexing of the cables. Reference

'This work represents one phase of research carried out at the Jet Propulsion Laboratory, California Institute of
Technology, under a contract sponsored by the National Aeronautics and Space Administration.
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frequency distribution via coaxial cable does not provide the required stability at the point of use

for some of the more sophisticated deep space investigations such as very long-base interferometry

(VLBI), gravity waves, and planetary rings and occultation experiments. This paper describes a

reference frequency distribution scheme which has proven to be a successful alternative to methods

used previously. The new distribution system is based upon a single-mode fiber optic link employ-

ing a temperature compensated fiber along with state,)f-the-art electro--optic devices. The fiber

optic reference frequency distribution has been installed and tested at two DSN antennas and is
scheduled for installation at four more locations.

DESIGN APPROACH

The terminal equipment hardware in the distribution links consists of single-mode laser transmit-

ters located near the frequency standards in the DSN Signal Processing Center (SPC); compatible

fiber optic receivers are located at the antennas near or in the cone areas. In addition to the

optical transmitters and receivers, operational requirements dictate that certain critical system

parameters be monitored and made available to DSN operations personnel at the SPC. Figure 1

is a block diagram of the fiber optic reference frequency distribution assembly showimg the major
subassemblies and their locations.

A 100 MHz reference frequency signal derived from the station's primary frequency standard

(typically, a hydrogen maser) is applied to the fiber optic transmitter unit. The 100 MHz signal is

applied to a laser diode through a rf matching network where the light intensity is varied by direct

intensity modulation. The principal component of the transmitter is a single-mode, distributed

feedback (DFB) laser diode with an integral optical isolator [1]. The laser is commercially available

as a modular unit including bias circuitry and temperature control. A second optical isolator

external to the laser provides approximately 60 dB isolation to prevent optical back-reflection

from degrading the laser performance. The laser emits light at 1300 nm which is launched into a

single-mode optical fiber; optical interfaces between the system optical fiber and the transmitter

and receiver employ slant-polished connectors to reduce back reflection. The rack-mounted fiber

optic transmitter along with the monitor interface and monitor computer are located in the control
room of the SPC.

The fiber optic receiver is located several hundred meters from the transmitter in the cone area of

the antenna. The photodetector in the receiver is optically matched to the 1300 nm light signal

from the transmitter. The impinging 1300 nm light is converted from optical to 100 MHz rf at the

p-i-n photodetector. The optical loss over the fiber between the transmitter and receiver typically

is less than 1 dB, thus care must be exercised to prevent overdriving the photodetector. An optical

attenuator located in the transmitter unit is set so that the received optical power is approximately

1 mW, resulting in -30 dBm of at the photodiode output. A low-noise rf pre-amplifier is employed

to raise the signal to a higher level for subsequent distribution to users. A low-pass filter is

used to mitigate any non-linear effects of the laser diode and photodetector. Typically, second

and third harmonics of the 100 MHz output signal are 45 dB or more below the fundamental.

The 100 MHz reference signals to the users are distributed through low-noise power amplifiers

which provide greater than 100 dB isolation between output ports. Temperature control has been

provided at the receiver since the antenna location is subject to variations in temperature. A

358



Peltier temperature device, temperature sensor, and control circuit provide a factor of twenty-five

times reduction in ambient temperature effects. The optical receiver and the rf distribution circuits

are contained within an emi/rfi shielded box to prevent stray rf radiation and/or magnetic fields

from corrupting the 100 MHz signal. Measurements made in the field indicate that the distributed

reference signals are virtually free of non-harmonic spurious signals including power line related

frequencies.

Power supplies for the fiber optic receiver assembly are located in a separate emi/rfi shield box to

isolate them from the receiver. The power supply assembly also houses the data acquisition circuits

for the monitor functions. Monitor signals are feed from the antenna to the SPC via multi-mode

fiber optic modems.

DISTRIBUTION SYSTEM OPTICAL FIBER

The longest run of fiber optic cable in the network is approximately 800 meters. Surface temper-

ature variations at the stations are so great that exposed cable trays cannot be used for reference

frequency distribution cable runs. In order to minimize phase variations due to temperature effects

on the cable, the optical fiber cable run is in a duct which is underground at a depth of 1.5 meters.

Temperature profiles of the ground near the antenna indicate that at this depth the cable is not

affected by diurnal variations in temperature; however, seasonal effects are observed. The cable

run from the base of the antenna to the cone area is exposed to the maximum outside temperature

variation. This cable run is between 50 and 70 meters in length.

The optical fiber used in this distribution system is a special commercial fiber which has been

treated to reduce the temperature coefficient of delay (TCD). Measurements in the laboratory

indicate that the TCD of this particular fiber is approximately 0.3 ppm/°C for temperatures

below 25°C and less than 1 ppm/°C in the range from 25°C to 35°C [2]. The TCD of typical

commercial optical fiber is approximately 7 ppm/°C while the coaxial lines used presently for

reference distribution are 15 ppm/°C or greater. Thus, the special low TCD optical fiber performs

very well in locations where there are extremes of temperature such as exposed cable runs on the

antennas. Figures 2 and 3 show results of tests using the low TCD optical fiber under operating

conditions at DSS 14. The test period for the data shown in the figures is three days. Figure 2

shows the actual phase variation at 100 MHz. Stability test results are shown in the Sigma-Tau

plot of Figure 3. The hump in the Allan deviation is due to the diurnal temperature variations.

Note that the 1000 second Allan deviation is just slightly greater than 1 part in 1018. During this

test, surface temperature variations were 30°C peak-to-peak over a twelve hour period.

LINK PERFORMANCE RESULTS

Following installation of the fiber optic distribution equipment and cables at Deep Space Station

15 (DSS 15) and Deep Space Station 45 (DSS 45) extensive testing was done to verify that system

requirements were satisfied. Figure 4 is a graph of phase noise spectral density at DSS 15. The

single-sideband power spectral density at 1 Hz from the carrier frequency of 100 MHz is -120 dBc

with a floor of-140 dBc; the Radio Science System requirement at the receiver first local oscillator

is -92 dBc with a floor of-125 dBc. Thus, the fiber optic reference frequency distribution does not
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degrade the noise performance of the reference signal from the hydrogen maser.

Figure 4 is a plot of Allan deviation for the same distribution link. It is worth noting that a

second test link from the antenna to the SPC was employed in order to measure Allan deviation

and phase noise since there is no better quality reference signal available at the antenna. The test

link carries the reference signal from the distribution amplifier at the output of the receiver in the

antenna back to the reference maser at the SPC. Thus, the actual stability of the reference signal

as graphed in Figure 4 is better by at least 3 dB due to the extra test link used. Stability measured

at 1000 and 3600 seconds indicate approximately 2 parts in 1016 which is an order of magnitude

lower than Radio Science System requirements.

SUMMARY

Fiber optic reference frequency distribution installations at two of six DSN stations are complete

with the remaining four to be installed in 1993. Low TCD optical fiber must be employed in the

link to meet stability requirements. The bulk of the cable run between the SPC and the antenna

is underground at a depth of 1.5 meters. An alternative to the low TCD optical fiber is active

phase stabilization of the fiber links [3]. Test results indicate that fiber optic reference frequency

distribution is superior to coaxial cable and that stability and noise performance requirements for

very sophisticated radio science experiments can be met.

REFERENCES
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Abstract

An active wide-band fiber optic frequency distribution system emp/oy/ng a thermally controlled

phase compensator to stabilize phase variations induced by environmental temperature changes is
described. The distribution system utilizes bidirectional duai.-wavelength transmission to provide

optical feedback of induced phase variations of 100 MHz signals propagating along the distribution

cable. The phase compensation considered here differs from earlier narrow-band phase compen-
sation designs in that it uses a thermally controlled fiber delay coil rather than a VCO or phase

modulation to compensate for induced phase variations. _o advantages of the wide-band system

over earlier designs are (1) that it provides phase compensation for all transmitted frequencies,

and (2) the compensation is applied after the optical interface rather than electronically ahead of it

as in earlier schemes. Experimental results on the first prototype shows that the thermal stabilizer

reduces phase variations and Allan deviation by a factor of forty over an equivalent uncompensated

fiber optic distribution system.

INTRODUCTION

The Frequency Standards Laboratory at the Jet Propulsion Laboratory is interested in developing

ultrastable fiber optic frequency distribution systems for the Deep Space Network, which would

allow for the distribution of high quality microwave local oscillator signals to several antennas

from a central distribution point. To meet the requirements of such systems which will transmit

'The research described in this paper wascarried out by the Jet Propulsion Laboratory, California Institute of

Technology, under a contract with the National Aeronautics and Space Administration.
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over several tens of kn_s and require parts in 1017 stability for 1000 s averaging times, fiber optic

frequency distribution systems employing active phase compensation techniques are being studied.

This paper describes an active wide-band fiber optic frequency distribution system which employs

a thermally controlled phase compensator to stabilize phase variations arising from environmen-

tal temperature changes occurring along the distribution cable. The distribution system utilizes

bidirectional dual-wavelength optical transmission to provide optical feedback of induced phase

variations of 100 MHz signals propagating along the distribution cable. The phase compensation

considered here differs from earlier narrow-band phase compensation designs in that it uses a

thermally controlled fiber delay coil rather than a VCO or phase modulation to compensate for

induced phase variations. Two advantages of the wide-band system over earlier designs are (1)

that it provides phase compensation for all transmitted frequencies, and (2) the compensation is

applied after the optical interface rather than electronically ahead of it as in earlier designs. In the

next section, the design issues of passive and active frequency distribution schemes are discussed.

Following this, the design of a thermal stabilizer and corresponding linear transfer function describ-

ing the dynamics of a thermally controlled frequency distribution system are presented. Finally,

experimental results obtained from a thermally stabilized 3.8 km distribution system are given.

PASSIVE VERSES ACTIVE DESIGNS

The preferred transmission medium for distributing RF frequency standards at JPL's Goldstone

Deep Space Network Antenna Complex is optical fiber cable. Fig. 1(a) describes a typical optical

fiber frequency distribution system installation. A Hydrogen maser located at a signal processing

center (SPC) is used to impress a highly stable 100 MHz RF reference signal on an optical carrier

by intensity modulation of a semiconductor laser. This signal is subsequently transmitted and

distributed to a remote antenna via a buried optical fiber. However, because of environmental

temperature variations the optical path length between the SPC and antenna is unstable. This

effect is observed at the antenna in the form of a induced, time-varying disturbance phase angle
on the distributed RF standard.

For transmission systems employing superior optical isolation at the laser transmitter output as

well as an adequate signal to noise ratio, the frequency stability of the distributed standard is

predominately dependent upon the amplitude and time characteristics of the thermal disturbance

effects [1]. For passive transmission distribution designs, thermal environmental effects can be

reduced by burying the optical fiber underground and employing fibers having small thermal

coefficients of delays. Two-way transmission tests (those that are independent of the stability of

the frequency reference) performed by Calhoun [2] on ultrastable field installed distribution links

employing these methods have shown to be capable of achieving parts in 1016 stabilities for 1000

second averaging times.

Two-way tests performed on distribution systems employing state of the art fiber optic transmitters

and receivers under ideal, thermally stable laboratory conditions at JPL have shown the capability
of achieving parts in 1017 stabilities over 1000 seconds. To maintain these levels of stabilities in

a field installation where the environment is thermally unstable and transmission distances may

span several tens of kilometers, distribution system designs employing active phase compensation

techniques have been a subject of research and development. Fig. l(b) illustrates the principle of
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operation employed by a distribution system utilizing active phase stabilization. In this scheme,

optical feedback is employed to sense the thermal disturbance along the distribution cable through

the use of a backward travelling optical carrier supporting the distributed RF standard at the

antenna. The resulting feedback signal then drives special stabilizer circuitry at the SPC which

in turn adjusts the RF phase at the transmission end to actively compensate for the disturbance

angle induced along the forward direction of distribution. Narrow-band stabilization schemes

employing a VCO or phase modulation to generate the necessary compensating phase angle have

been designed in the past at JPL by Lutes [3], Primas [4], and others with varying amounts

of success. In each of these schemes, the compensation was performed on the narrow-band RF

distribution signal ahead of the optical interface. An alternative wide-band scheme shall now be

presented which provides compensation for wide-band RF signals and involves manipulating only

the optical signal itself.

THERMAL STABILIZER DESIGN

While the optical fiber used to transport the RF standard between the SPC and antenna has

proven to be sensitive to environmental temperature changes (and thus susceptible to thermally

induced phase disturbances), one might consider employing the thermal sensitivity of the fiber

also to provide the necessary compensation to nullify outside disturbances. A stabilization system

based upon this premise is illustrated in Fig. 2. Shown in series with the distribution cable is

an additional length of fiber located inside a thermal electric cooler (TEC). The purpose of this

special section of thermally controlled fiber is to compensate for length changes induced in the

distribution cable by heating (or cooling) the small fiber coil so as to keep the optical path length

between the SPC and antenna constant. The control loop is manifested by providing a secondary

transmission link between the antenna and the SPC. In this case the primary transmission system

transmits the frequency reference through the TEC and distribution cable to the antenna receiver,

while the secondary transmission system returns the distorted antenna signal back to the reference

end through the same optical fiber path. To isolate the forward and backward transmissions, the

primary and secondary links are supported by two different optical wavelengths and signals gener-

ated by each system are routed to appropriate receivers by use of wavelength division multiplexers

(WDMs) at each end of the common transmission path. Phase detection of the feedback RF signal

from the secondary transmission system provides an error signal used to drive the TEC.

RF signal flow through the active distribution system is illustrated in Fig. 3. Ignoring phase

differences arising from average transit delays, it is observed from this diagram that the phase

of the RF signal received at the antenna along the primary transmission path (path 1) is 01R ----

_Ref + ¢1C + ¢10- The phase observed at the second receiver at the front end resulting from the

feedback transmission path (path 2) is O2R = ORe! +¢16"-[-¢1D-[-¢2C-[-¢2D. Under conditions where

the compensation and disturbance phase angles are approximately equal for the two wavelength

carriers, a closed loop transfer function describing the output phase angle of the active distribution

system may be written as

(I)D

¢o_t = 1 + 2KpDH(s) + CreI (1)

where KpD is the phase detector gain and H(s) describes the transfer function of the thermal phase
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compensator. Note that in the active configuration, the effect of disturbance angle is reduced by

a factor 1 4- 2KpDH(s) over an equivalent passive distribution system.

A simple linear model describing H(s) may be constructed by assuming that the TEC cold plate

behaves as a leaky integrator (heat storage plus heat loss) and that the thermal interface between

the cold plate and the fiber behaves as a simple first order thermal lag network. The front end of

the TEC consists of a current driver which is controlled by an input voltage. Thus the thermal

phase compensator transfer function (Volts in to phase out) may be modeled as

KTEcab (2)
H(s)=(sq-a)(sq-b)

where KTEC is the TEC current driver gain, 1/a is the cold plate temperature time constant

resulting from a step current input and 1/b is the time constant of the RF phase induced by the

TEC fiber resulting from a step temperature cold plate change. This model is undoubtedly overly

simple, but it provides a starting point for the analysis to follow. Employing Eq. (2) for H(s) into

the overall transfer function of Eq. (1) for the active frequency distribution system yields a second

order system having an underdamped natural frequency described by

2 2KpDKrEcab + ab (a q- b) 2 _ Kab (3)
COn ---- T

where K -- 1 + 2KpDKTEC is the disturbance phase compensation factor corresponding to the DC

gain of Eq. (1). The natural frequency and phase compensation factors are parameters which may

be easily measured and employed to characterize the system as will be seen in the next section.

If the disturbance phase angles induced along the two transmission paths are significantly different

because of differential dispersion effects between the two optical carriers, then the compensation

will be degraded. In this case ¢2D ¢ ¢1D and in liu of any other advantage, it can be seen that it

is only possible to compensate for the average of the forward and backward induced disturbance

phase angles. However, the ideal compensation of Eq. (1) may be recovered if the dispersion effect

behaves approximately linear such that ¢20 _ c_¢1D and ¢2c _ a¢ic for some constant c, over

the compensation temperature ranges. The reciprocal linear compensating effect supposed here

requires that the thermal stabilizer employ the same fiber as utilized in the distribution cable.

EXPERIMENTAL RESULTS

A frequency distribution system incorporating thermally controlled phase compensation was con-

structed and tested in the test chambers of the Frequency Standards Laboratory at JPL. The

distribution cable was 3.8 kms in length and utilized an optical fiber having a thermal coeffi-

cient of delay of 7 ppm/°C : The distribution cable was located in a temperature controlled test

chamber which could be programmed to maintain a constant temperature or thermally cycle I°C

sinusoidally over a 24 hour period. The rest of the distribution system was located outside the
test chamber. This included an AT&T 1300 nm laser and in-hotme receiver for the primary trans-

mission path and a Fujitsu 1550 nm laser and BTD 'receiver for the secondary feedback path. The

1300 nm laser was installed with 55 dB of optical isolation, while the 1550 nm laser possessed 35
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dB isolation. The frequency stability of this system under constant temperature conditions was

estimated to be 1 x 10 -16 at 1000 s averaging times. The supplied RF reference frequency was 100

MHz, obtained from a Hydrogen maser.

The thermal phase compensator consisted of 200 m of 7 ppm/°C Corning fiber wrapped in a 6

inch loop pressed down on the cold plate of a TEC. To improve the thermal coupling between the

cold plate and the fiber, thermal paste was applied between the winds of the fiber and the cold

plate. The thermal compensation unit was located in series with the 3.8 km fiber to produce a

total mean optical path length between transmitters and receivers of approximately 4 km. The
laser transmitters and receivers were interfaced to the 4 km common transmission path through

the use of two WDMs manufactured by JDS. By disturbing the electrical drive to the TEC the

underdamped response of the distribution system could be observed. These experiments revealed

natural oscillations having a period of approximately 50 s. Employing this result with a phase

compensation factor of K -- 40 (see later) in Eq. (3) yields 1/(ab) = 2533 s 2 which gives a measure

of the product of the internal time constants of the thermal stabilizer (TEC and delay fiber coil).

Figs. 4 and 5. show the theoretical and experimental Allan deviation curves resulting from

cycling the 3.8 km distribution cable l°C. Time residual measurements revealed a 115 ps oscillation

corresponding to a 4.14 ° peak to peak diurnal phase shift at 100 MHz. The resulting theoretical

Allan deviation equation for this diurnal variation is, from Greenhall [5], a(_') = 2Xo/r sin2(_u_ ")

where 2)(o = 115 ps and u -- 1/86400 Hz. This expression is plotted in Fig. 4. The experimental

curve of Fig. 5. shows evidence of the thermal disturbance starting about r = 1000 s, where it

emerges from the baseline phase noise characteristic, finally peaking near _- = 43200 s.

Fig 6. shows the experimentally derived Allan deviation curve arising from the thermally cycling

3.8 km distribution system after the 200 m stabilizing fiber coil was activated. Peak to peak RF

phase variations at the distribution system output were observed to be 0.104 ° which correspond to

a 40 fold reduction over the uncompensated case. This compensation factor may also be inferred

by comparing Figs. 5 and 6, although there are no data points at the theoretical peak at 7" -- 43200

s in Fig. 6 where this observation should be made directly. Note that the stability of the system

for r = 1000 s is 1 part in 1016. Comparing these same curves for small vs also reveals that the

stabilizer added no amount of significant phase noise beyond that produced by the uncompensated

system.

As the distribution cable was cycled 1°C, the TEC was observed to vary just under 20°C which

is consistent with the 19 to one ratio of optical fiber lengths employed in the distribution cable

and thermal stabilizer. However for experiments lasting 24 hours or more, the temperature char-

acteristic of the thermal stabilizer was observed to drift upward in temperature and resulted in

somewhat higher values of Allan deviation. We believe that this thermal drift could be corrected

with some additional work. The present data shown in Fig. 6 is a record of the best data that was

observed.

CONCLUSIONS

A 3.8 km active fiber optic frequency distribution system employing thermally controlled phase

compensation has been built and tested. The prototype system demonstrated a 40 to one improve-

ment in frequency stability over an equivalent uncompensated frequency distribution system when
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subjected to a diurnal thermal disturbance. One advantage of this design over earlier compensation

schemes is that it provides compensation over a wide-band of transmitted RF frequencies since

the compensation afforded by this system purposes to maintain a constant optical path length

between the frequency reference and the distribution point. Also the compensation is applied after

the optical interface rather than in the electronics (before the optical interface), as provided by

earlier narrow-band stabilization schemes. Another advantage of the thermal phase compensator

is its simple and low cost design, employing only a coil of fiber in a TEC. The thermal stabilizer

also possesses very little intrinsic phase noise of its own. Unfortunately, the compensation pro-

vided by the thermal stabilizer design is relatively slow, and thus disturbances varying less than

several tens of seconds cannot be properly compensated. However, for most applications in the

Deep Space Network, the largest source of frequency distribution instabilities arise from diurnal

environmental temperature variations. In this case, the thermal controlled stabilizer provides a

simple, low noise, and low cost mechanism for actively maintaining ultrastable frequency reference

distribution in thermally unstable environments.
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QUESTIONS AND ANSWERS

Question: Did you get the opportunity to look at the temperature coefficient of the transmitter
on the antenna end?

Answer. No

Comment: It would seem your that your compensation scheme might take out those affects
at the expense of stability from that.

Question: I have a question about the compensation scheme. What did you use for lasers,
because that laser is not compensated for. No change in that laser will provide an over
compensation which should not be provided. Why did you use that active amplication and
couldn't be done with the passive optical signal.

Answer: You're speaking about primarily reflecting the signal back. One of the earlier
researchers, Lori Primas, actually looked at that system. That uses the same wave length and

by using the second laser sources at different wave lengths we got better isolation between the
two channels and better noise performances, so that system has been looked at in the past.

Lutes: I might add that the stability of these highly isolated lasers is extremely good, on the
order of 0.01 dB over a day's time so they are very stable.

Question: Did you measure the Allan variance noise performance when you weren't modulating
noise temperature?

Answer. I don't have any data to show.

Comment: You only did the test?

Answer: Yes.

Lutes: We have data on other systems that are similar to that one that show that and this one

falls right on that line.

Comment: When we did these tests we had only the cable inside the temperature chamber,
the electronics were outside the chamber. They were in a very well temperature controlled
room within 50 millidegrees at set point at all times. If we were to go into doing more work
we will of course compensate or temperature control the transmitters and controls at both
ends and the rest of the electronics to prevent phase drift.
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Abstract

A study was conducted to assess the effects of transmitting a precision clock synchronization signal over

a commercial multiplexed fiber optic communication system. This study is an evaluation of the

distortion and jitter introduced into the signal by this type of transmission system. An analysis

comparing signal quality at the multiplexing and demultiplexing ends of the fiber optic communication

system shows that the amplitude and phase distortion added to the clock synchronization signal by the

transmission system is minimal

BACKGROUND

The Eastern Range (ER) provides launch and tracking support for commercial and Department of Defense

missile launches from Cape Canaveral Air Force Station, Florida (CCAFS). In addition to the facilities at

CCAFS, the ER consists of Florida mainland assets at Patrick Air Force Base (PAFB), the Jonathan

Dickinson Tracking Annex, and the Malabar Tracking Annex. Down range stations are located in the
British West Indies (Antigua Air Station) and at Ascension Island (Ascension Auxiliary Air Field) in the

South Atlantic. These stations may be augmented with a range instrumentation ship, the USNS Redstone, to

provide additional tracking coverage depending on the launch mission. In all, the ER tracking network

provides over 4,000 nautical miles of coverage.

The El{ timing system comprises a CCAFS range clock with subordinate station and site clocks. This

system provides precise time and time interval signals that conform to the IRIG (Inter-Range Instrumentation

Group) standard formats and are correlated to the DoD master clock to within 0.1 microseconds on the UTC

(Universal Coordinated Time) scale. The station clocks distribute an IRIG B120 time-of-year signal to

synchronize subordinate clocks. The IRIG BI20 signal contains 100 bits per second of pulse width

modulated serial data that is then amplitude modulated onto a 1 KHz sine wave carder for transmission.

Beginning each second, a reference marker in the signal indicates "on time". This is followed by days, hours,

minutes, and seconds data. A formal description of this signal is available in document 200-89, IRIG

STANDARD TIME FORMATS, available from the Range Commanders Council, White Sands Missile

Range, New Mexico 88002.
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INTRODUCTION

As part of ER modernization, a FIBERMUX FX4400 multiplexed fiber optic communication system was

installed in the Range Operations Control Center (ROCC) to transmit voice, data, and video information

between the ROCC and the CCAFS communications distribution hub (XY Bldg.). The relevant portions of

this system are shown in Figure 1. In this application, the system is configured as a FX4400 network

utilizing approximately 120 single-mode fiber lines to provide communication services. One module in this

system is used to distribute the IRIG B 120 clock synchronization signal from the ER master clock. As part

of the fiber optic system acceptance testing, a study was conducted to assess the capability of the

communication system to transmit an IRIG B120 signal with minimal degradation.

l ROCC ]

TIMING AND COUNTDOWN
NETWORK ELEMENT

TIME SIGNAL GENERATOR
DATACHRON 3180-113

DATACHRON
DISTRIBUTION AMP

I/F PANEL
RACK 2116

RG 58

XY

I COMMUNICATIONS
INTERFACE
SYSTEM

SO C jTEST EQUIPMENT
MONITOR POINT

INTERFACE
PROCESSING
EQUIPMENT

FX4400 MAGNUM
MULTIPLEXER 11

r ANALOG I/0PORT 7

6 MILE FIBER
OPTIC CABLE

:°I FX4400 MAGNUM

-_ ,_ _ DEMULTIPLEXER 11
ANALOG I/O PORT 7

XY
-- TEST EQUIPMENT

MONITOR POINT

Figure 1. System Configuration.
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The transmission of an amplitude modulated IRIG B signal over a commercial communication system is

more difficult than it may first appear. The signal contains significant lower frequency (less than 300 Hz)

components. The relatively large amplitude and importance of these low frequency components is due to the
fact that the carrier is not sufficiently high in frequency to prevent negative frequency side-band harmonics

from "folding over" into the signal. The loss of these low frequency components leads to unacceptable levels

of amplitude and phase distortion. This precludes the use of a voice channel to transmit the signal. Instead,
a FIBERMUX two channel CC4461G analog input card is used to multiplex the 1RIG B120 signal onto the

fiber optic system. This card has a 0 - 10 KHz bandwidth and has been optimized for use with a 1 KHz

amplitude modulated signal. Reproduction at the demultiplexing end of the fiber is accomplished using a

complementary CC4461 G/S card.

ANALYSIS PERFORMED

The IRIG B120 signal was analyzed at the input to the multiplexed fiber optic communication system and at

the demultiplexing end of the system approximately six miles away. These measurements were taken to
evaluate the waveform shape, data errors, and the phase stability of the IRIG B120 signal aider transmission

over the fiber optic system.

Figure 2 shows the test configuration used at both ends of the system. The "IRIG B 120 signal source" refers

to the IRIG B120 signal provided to the CC4461G analog input card in the fiber optic multiplexing

equipment at the transmitting end, and to the IRIG B120 signal reproduced by the CC4461G/S analog output

card in the fiber optic demultiplexing equipment at the receiving end. At both ends, the IRIG B120 signal

source was supplied to a Hewlett-Packard 54112D digital storage oscilloscope (DSO), a Hewlett-Packard

5372A frequency and time interval analyzer, and a Kinemetrics 972-303 time code reader/tester. A reference

one pulse per second (1 PPS) square wave was generated from a Hewlett-Packard 5061B cesium beam

flying clock. This 1 PPS signal was provided as a trigger to the DSO and as a reference signal to the

frequency and time interval analyzer.

1RIG BI20
SIGNAL SOURCE

HP 54112D
DIGITIZING
OSCILLOSCOPE

1 PPS

HP 5061B
FLYING CLOCK

CH 1

CH2

Jl

Jl

CHB

CHA

KINEMETRICS
9721-303
TIME CODE
READER/TESTER

HP 5372A
FREQUENCY &
TIME INTERVAL
ANALYZER

Figure 2. Test Configuration.
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The IRIG B120 signal was first checked for distortion at both ends of the transmission system using the

DSO. The analysis consisted of looking for signal deformation at nine specific points in the waveform.

First, the IRIG B120 source signal was provided as input to channel 1 of the DSO. The 1 PPS signal from

the flying clock was then aligned with the range master clock 1 PPS output and provided to DSO channel 2.

Finally, the DSO was set to trigger on the leading edge of the flying clock reference 1 PPS. Several

measurement sets were taken at both ends of the system for comparison. Figure 3 shows the nine areas

where signal distortion typically occurs during transmission.

Q - !

@

/

1. pre-exalted cycle distortion
2. zero cross-over distortion

3/4. exalted cycle distortion
5. exalted cycle stability

6/7.
8.
9.

post-exalted cycle distortion
zero cross-over distortion

non-exalted cycle stability

Figure 3. Typical 1RIG B 120 Signal.

A second series of tests were performed to evaluate the short term and longer term frequency stability of the

IRIG B120 signal. The 1 PPS output of the cesium beam flying clock was aligned with the range master

clock 1 PPS output. The 1 PPS output of the flying clock was then used as the start reference in performing

direct time interval measurements versus the "on time" point (first positive zero crossing in a frame) of the

IRIG B120 signal. In each test, one hundred measurements were made. Five series of tests were performed

at each end of the fiber optics network. The time between samples (Tau) was increased after each test series.

The first series was conducted with a Tau of one second. For each subsequent test series, the Tau was

increased by an order of magnitude. In the final series of tests, a Tau of ten thousand seconds was used.

This provided data on both short term signal stability and the long term signal stability trends. Tests were

conducted sequentially, first at the transmitting end, and then at the receiving end of the fiber optic cable.

While the above test series were performed, the signal under test was monitored by the Kinemetrics 972-303

Time Code Reader/Tester. This unit was used to monitor the signal for bit errors and code dropout.
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RESULTS

A comparison of results from the transmitting and receiving ends of the fiber optic cable showed no

discernible distortion at any of the nine points of interest in the IRIG B120 signal (refer to Fig. 3). In

addition, there were no bit errors or code dropouts detected at any time during the testing.

For the frequency stability tests, a statistical analysis was performed on each group of samples taken. The

frequency and time interval analyzer was used to perform these calculations and display the results. The

square root of the Allan Variance (Rt AI Var) was calculated to characterize the stability of the IRIG B120

signal. This variance was determined from the time interval measurements of the IRIG B120 signal versus
the reference 1 PPS from the flying clock. This sampled square root Allan variance is the primary

measurement used in the comparison tests between sample groups at the two ends of the transmission system.

Table 1 describes the test series performed.

SAMPLE RATE, TAU

(seconds/sample)
1

SAMPLE SIZE

100

10 100

100 100

11000

10,000

100

I00

TIME OF TEST

(in seconds)
100

1_000

..10,000

100,000

1,O00,O00

Table 1. Test Series Performed.

Table 2 shows the average results obtained from the transmitting and receiving ends of the fiber optic

system. At the transmitting end, the average value for the standard deviation was 1.82304 microseconds,

and the average value for the square root Allan variance was 1.73734 microseconds. The receiving end

showed an average standard deviation value of 1.86320 microseconds, and an average square root Allan
variance of 1.80689 microseconds.

TRU

TRANSMITTING END

Std. Dev.

(xlO "6 sec.)

1.89787

Rt. AI. Var.

(xl0 -6 see.) .

1.83203

RECEIVING END

Std. Dev.

(xl0 -6 see.) .

1.793261

10 1.90233 1.89802 1.85756 1.80097

100 1.71966 1.59866 1.90140 1.81727

11000

10,000

1.70912

1.64888

1.69359

1.90176

Rt. AI. Var.

(x!O-6 see.)

1.74611

1.78028 1.83392

1.98354 1.83620

Table 2. Frequency Stability Test Results.
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Graph pairs la,b through 5a,b show the test measurement sets taken at the multiplexing and demultiplexing

ends of the transmission system. Each of these graph pairs shows test samples on the x-axis, and has been

sealed to show a time interval range of 20 microseconds on the y-axis. Please note that the time interval

values show a fixed delay at both the transmitting and receiving ends of the system. At the transmitting end,

this delay (approximately 115 microseconds) is caused entirely by the choice of triggering level used in the

testing. The same triggering level was used at both test locations, and was chosen to minimize spurious

readings caused by noise at the zero-crossing point. The magnitude of the delay is due to the slope of the

IRIG B120 signal. At the receiving end the delay is approximately 305 microseconds. This includes a

transmission delay in addition to the triggering level delay.

CONCLUSION

Comparisons of the data collected at the multiplexing and demultiplexing ends of the transmission system

indicate that a commercial multiplexed fiber optic communication system can successfully transmit a

modulated IRIG B timing signal. The communication system tested in this study did not cause significant

signal degradation or cause additional phase instabilities in the transmitted signal.
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Abstract

The estimation of individual instabilities of N clocks, compared by measuring the differences of

their readings, is here considered without assuming a priori any hypotheses on their uncorrelation.

Instabilities of the N clocks are described by a complete (non-diagonal) NxN covarlance matrix

tL Only differences of clock readings are available in order to estimate Ft. Statistical processing of

these data allows one to calculate the (N-1)x(N-1) covariance matrix S of the differences relative
to the N-th(reference) clock. By analyzing the relationships tying R and S, several pieces of

information can be inferred and, in particular, the conditions for the validity of the uncorrelation

hypothesis are established. The estimation of R from S is not unique: in any case tt must be

positive definite. A theorem states that R is positive definite if and only if its determinant is
positive. Nevertheless infinitely many acceptable choices of R still fulfil the condition of positive

definiteness. This paper shows that, by increasing the number N of compared clocks, the amount

of arbitrariness in estimating R is reduced. The analysis of some experimental data illustrates the

capability of the method.

1 INTRODUCTION

The evaluation of frequency standard instability is often performed by comparing N clocks and

measuring differences in their signals. Results depend on the simultaneous contributions of all

N standards and it is often desirable to estimate the noise contributions of any single units. In

the past years, this problem has been considered in several papers, which introduced the popular

"3-cornered hat" method [1], successively investigated and extended to N clocks [2, 3, 4, 5, 6].

The application of these methods often results in an unpleasant situation: some estimated clock

variances turn out to be negative, violating the p(_sitiveness restriction intrinsic to their definition.
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The assumption of uncorrelation of clocks, necessary in the above methods, seems to be too strin-

gent and not always supported by experimental evidence ([7], see also [8]). Moreover, when more

than 3 clocks are compared, the uncorrelation hypothesis leads to the formulation of an overdeter-

mined linear system of equations [2, 3, 6, 9] and this overdetermination seems incompatible with

the inconsistency of some results.

Here a new, consistent and more general mathematical model is proposed, suited for statistical

processing of measured differences. The entire NxN covariance matrix R of the clocks along with

the (N-1)x(N-1) covariance matrix S of the differences are introduced. Their relationship, and the

possibility to estimate R from the knowledge of S, are then discussed. A diagonal structure of R

can result, a posteriori, from the most desirable situation of truly uncorrelated clocks. This model

abides by the CIPM recommendation [10] in which it is recognized that "where appropriate, the

estimated covariances should be given".

The examination of matrix S helps understanding the validity of the uncorrelation hypothesis.

When such hypothesis is acceptable, the problem can be reduced to the classical case of the N-

cornered hat, while in the other cases, the complete matrix R must be solved. In this second case

the problem is underdetermined because the number of unknowns exceeds the number of equations.

In any case there is an important constraint which binds the domain of acceptable solutions: the

matrix R, as any covariance matrix, must be positive definite. A theorem, specifically devised,

is here presented showing that R is positive definite if and only if its determinant is positive.

This constraint has been geometrically interpreted giving an insight of the features of the solution

domain.

The interesting case of an increasing number of compared clocks is then examined showing how a

larger number of clocks reduces the solution domain of R.

2 STATEMENT OF THE PROBLEM

i its realization at the instant tin.Let us denote by x _ the process related to the i-th clock and x,_

If M consecutive equispaced samples of the process are considered, they can be arranged in the

vector x i = [Xil, x_,..., XiM]T, where superscript r denotes the transposition. The expected value

• _ of process x _ can be estimated in terms of the elements of x _ as _i (1/M)(x_ -b x_ q-... q- x_)

and arranged into the M-vector _i = [._i, 5:_,..., _:i]r. The M samples of the N clock processes

are then cast in the M x N matrix X = Ix 1, x 2, ... ,x_]. Similarly, the M x N matrix X is

introduced as _: = jR1, R2, ..., RN]. With these definitions the covariance matrix of the processes

x i, i = 1, 2,..., N is estimated by R:

R--[1/(M- 1)]IX - :X]r[X- X] (1)

The diagonal element r, (r,_ > 0) denotes the variance of the i-th clock, while, for i _ j, r o denotes

the covariance between the i-th and the j-th clock. In order to obtain a good estimation of the

matrix R, it is required that the number of samples M be much larger than the number N of
clocks.

When clocks are compared by measuring differences between their readings, the available data are

the time differences y_J = x i - xJ. Also y_J is statistically characterized by its expected value _J
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and by its variance: the estimates of these values are tied to the estimates of the variances r, and

r_ of the two single clocks and of their covariance r_j.

One of the clocks, for instance clock #N, is chosen as the reference, and it is compared at M

different instants with clocks #1, #2,..., #(N-l) giving (N - 1) distinct time difference measure

M-vectors ylN = x 1 _ x N, y2N __ x 2 _ xN,..., yC_-l), N = X(N-1) __XN. Under the assumptions of

contemporary and noiseless measurements, the other possible measure vectors ylJ (i, j _ N) are

redundant, since they can be obtained as linear combination of those involving clock #N and they

don't add any information, as proved in [11].

The M samples of the N- 1 clock differences are cast in the M × (N- l) matrix Y = [y_N, y2N,...,

yN-_. N]. Similarly the M × (N - 1) matrix _r is introduced as _" = [_,N, _N,..., _(N-,), N], where

y_N is the M-vector whose elements are coincident with _N.

The processes y,N, (i -- 1, 2,..., N - 1) are statistically characterized by the estimation of the

(N - 1) × (N- 1) covariance matrix S defined as:

S = [1/(M- 1)][Y- _(]r[y_ (2)

A generic element s,j denotes either a variance (for i = j) and it is always positive or a covariance

(for i ¢ j) and may assume any real value. Note that the index N of the reference clock has been

dropped in any element of S.

The relationship between matrices S and R is easily determined by observing that Y can be

derived from X, according to the following relationship:

Y---- X H (3)

where H is the N × (N - 1) matrix:

[']H ---- -u T (4)

where I is the (N - 1) × (g - 1) identity matrix and u is the (N- 1)-vector [1, 1,..., 1]r. A

similar relationship ties the corresponding matrices X and _r.

From (1), (2), and (3), the covariance matrix S can be expressed in terms of R as:

S = HTRH (5)

For sake of generality here we discuss the covariance matrices of the processes themselves, but the

same properties hold also for any covariance matrix defined from prefiltered data as is generally

the case in the estimation of clock instability, where the Allan variance is used.

3 CONSIDERATIONS ON R AND S

By taking into account the symmetry of R and S it appears that R is defined by N(N - 1) scalars

and S by (N - 1)N/2 ones, then the knowledge of S is not sufficient to fix a unique estimation
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of 1_ because co N solutions satisfy (5) (underdetermined problem). A way to isolate the N free

parameters consists in partitioning R according to:

R = r T rNN

where R is the leading (Y- 1) x (N- 1) submatrix; r -- [rlN, r_N, • • •, rN-1, N]T is the (N- 1)-vector,

grouping the covariances involving the N-th clock and rNN is the variance of the N-th clock. With

this partition, and by substituting (4), equation (5) can be rewritten as:

This equation shows that R can be uniquely reconstructed from S if the (co)variances related

to the N-th clock, i.e. r and rNN, are known. In fact, (7) can be transformed in the following

expression:
ti = S - 7,N_[U UT] + U : + r uT (8)

With a deeper look into (7), some qualitative information about R can be immediately deduced
when S is known:

1. If the N clocks are uncorrelated, S assumes the form:

S =

7"11 "4- 7"NN TNN • • • 7,NN

TNN r22 _- TNN • • • 7"NN

,.. .., ......

TNN 7"N_V .'' TN-I, N-I _-7,NN

(9)

All the covariances s,j (with i ¢ j) are equal and positive, because s,j = rNn > 0. Moreover

each variance s,, > s,j (with i ¢ j). These conditions are necessary to validate the assumption
of uncorrelation of the N clocks. Unfortunately they are not sufficient to conclude that the

clock are uncorrelated because, together with a unique diagonal solution, infinitely many

other non-diagonal matrices R would drive to the same matrix S, but if these conditions are

satisfied one can "reasonably" assume the uncorrelation.

. If the reference clock is "quasi-ideal" (that is r_N << r,_ for i = 1, 2,..., N - 1) and all the

clocks are uncorrelated, then s,_ << s, for any i _ j and S, ms well as R, can be considered

diagonal. So, if S is almost diagonal, the reference clock is of high quality. In this case, the
submatrix R almost coincides with S and r _ 0, 7,NN _ O.

. For the same reason, when the hypothesis of uncorrelation holcLs, if the reference clock is

changed and S is computed again, it gives an idea of which one of the clocks is less noisy,

because it results in a matrix S with minimum off-diagonal terms.

4. If any s,j (with i _ j) is negative, then the uncorrelation hypothesis is certainly to be excluded

at least between the (i, N)-th or the (j, N)-th pair of clocks.
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, If all the terms su (with i # j) are equal and positive except one, for instance sk_(with

k # l), which is positive but differs from the others, that indicates that all the clocks can be

considered uncorrelated except the pair (k, l).

, If the terms s 0. (with i _ j # k) are coincident and positive, and the terms s u (with

i # j, i -- k, or j = k) are coincident but different from the previous ones, the k-th clock is

possibly correlated with the reference one while all the others are uncorrelated.

From the theoretical point of view, the above considerations suggest clear interpretations. By

handling experimental data, it can be difficult to recognize the points above because of round-off

error, not perfect contemporaneity of measurement, low noise introduced by the measurement

system but, above all, the low number of statistical samples that give a considerable uncertainty
bar on the estimates.

4 POSITIVE DEFINITENESS OF S AND R

The estimation of the complete matrix R asks for a suitable choice on the N free parameters in

(8). In any case, there is an important constraint which bounds the solution domain :D in the

space of the N free parameters and which guarantees a significant result: as any covariance matrix

[13], the estimated covariance matrix R must be positive definite.

Some significant properties of positive definite covariance matrices are here reminded. Let A be

an N x N symmetrical matrix and A (") (n = 1, 2,..., N) be the leading n × n submatrices of A,

extracted from A by considering the elements belonging to the first n rows and n columns (with

A (N) = A). The matrix A is positive definite if and only if [13]:

[A")[ > 0 for n = 1, 2,..., Y (10)

where [ . [ denotes the determinant.

Then the positive definiteness of A requires the validation of N scalar inequalities. In the case of

tt and S, since they are both positive definite and they are linked by (5), a theorem holds [11]:

Theorem 1: The N x Nsymmetrical matrix R, related to the known positive definite (N - 1) x

(N - 1) symmetrical matrix S by the relationship (5), is also positive definite if and only if [it[ > 0.

This theorem allows one to verify the positive definiteness of tt by considering only one of the

inequalities (10); moreover this inequality can be geometrically interpreted. In fact, the relationship

[R[ = 0 appears to be an equation of second degree in the N - 1 elements of r and in r_N.

With the partition of tt used in (6), it can be demonstrated [11] that its determinant can be

expressed as:

[it] = ISl(r_. - [r - r.,,ulTS-'[r -- r._u]) (11)

with u defined in (4). The boundary of the solution domain 7) is therefore described by the surface

IRI = 0:
[r - r.MulrS-'[r -- rNNU] = r.. (12)

If rNN is fixed, this expression represents an ellipsoid in the (N- 1)dimensional space described by

the variables rlN, r_,..., rs-l, _ because the matrix S-_ of the quadratic form is positive definite.
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This ellipsoid is centered at the point of coordinates (r,N = rUN, r2,¢ = rm_,..., rN-l, M = rNN),

the principal axes are rotated and the squared length of the axes is proportional to rNM. As far

as the parameter rNN is concerned, the domain :D takes the form of an elliptic hyper-paraboloid

in the N-dimensional space. The intersection with a plane (rm_ = constant) leads to an (N - 1)-

dimensional ellipsoid, the increase of r_N increases the surface and shifts the center of the ellipsoid

(12), and it doesn't rotate its axes. Fig. 1 shows an example of the domain :D in the case of N = 3.

The constraint of positive definiteness of R bounds the domain of choice of the N free parameters r

and rNN and only the set of values of r,N, r_,..., rN-,, N, rN,_ situated inside the surface described

by (12) guarantees acceptable solutions.

5 EFFECT OF AN INCREASING NUMBER OF COMPARED

CLOCKS

Knowing the expression of the boundary of the domain D, it can be interesting to test how it is

modified by varying the number of clocks involved in the measurements. Within a set of N clocks
let's individuate the N-th clock as the reference one and two subset Ca of N a clocks and £b of N b

clocks. C denotes the union of Ca and (7 b and N -- N a + N b -{- 1. With the above notation, the

N x N covariance matrix R of the N clocks is partitioned as follows:

Roo R a r a ]

R= [R_]r R _ rb J (13)

where R _ and R a are the covariance matrices related to the clocks in Ca and Cb respectively.

R _' contains the covariances between clocks in Ca and Cb versus the N-th clock; they represent a

partition of the vector r introduced in (6). The element run is the variance of the N-th clock.

Analogously, the (N - 1) x (N - 1) covariance matrix S of the differences can be partitioned as:

[ _ s_ ]S-- [S.,lr SS (14)

where S a° and S s are the covariance matrices of the differences related to the clocks in Ca and Cb

respectively.

If the clocks in Ca and C (jointly with the reference one) are considered, the respective solution
domains D a and I) are:

where u a is the Na-vector [1, 1,..., 1]r.

Expression (16) can be rewritten in terms of the submatrices of S in (14).

r - rNuU can be partitioned as:

ra - TNN ua ][r -- Tt_NU] ---- rb r_vNUb

(15)

(16)

In fact, the vector

(17)
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where u b is the Nb-vector [1, 1,..., 1]r and the inverse of S can be written as:

S -_ = [ IS"] -1 + [S'] -1S°b [DS] -_ [S'_]r IS,-] -_

[ - [D*] -' Is"b] r Is"]-'

- IS"] -_ S"* IDOl -' ]

[D J
where the matrix D * is defined as [12]:

D _ = S_ _ [S_]r[S°']-_S_

(18)

(19)

Now the idea is to compare the extension of the domains delimited by the elliptic paraboloids 73a

and 73, defined by (15) and (16), respectively. The domain T_ is defined in the space of Na+l vari-

ables rl_, r2N,..., r_-N, rNN, while l:) is defined in the space of N variables rlN, rxN,..., rN-_,N, rN_.

TO the aim of comparison, it is necessary to individuate a sub-domain 79 obtained from 73 by a

suitable projection in the subspace of N a + 1 variables rlN, r2N,..., r_, rN_.

Domain 79 is obtained by the projection of the intersection of 73 with the Nb-dimensional subspace

defined by the hyperplane rNN ub ---- r b. Since this choice corresponds to the largest intersection of

73, 79 results in the largest possible subdomain in the (N°+ 1)-dimensional subspace and therefore

it yields the least favourable case in the comparison of the two domains.

By substituting (17), (18), (19) and rNNU b = r b in (16), the equation defining domain 7)is obtained

as:

[:- - + [:- }[r" °]= (20)

By comparing 79 (20) with 73a (15), it appears that the only difference is in the second quadratic

form in the l.h.s, of (20). From the properties of the definite positive matrices, since S and its

submatrix S °° are positive definite, so are their inverses, and it can be demonstrated that also the

matrix [S_]-_S_[Dbb]-_[S_]r[S°*] -_ of the second quadratic form in (20) is positive definite. So it

necessarily results that 79 is contained inside T_. As a result, an increased number of compared
clocks reduces the solution domain and therefore the amount of arbitrariness in the determination

of the covariance matrix R, even in the worst considered case, i. e. with the largest possible

intersection. It must be stressed that the reduction ratio of the solution domains depends only on

the elements of matrix S and not on the value of rNN. Intuitively, if the clocks in Cb are completely

correlated with any clock in C_ or with the reference one, their measurement doesn't add any

further information to the problem and the reduction of the solution domain will be very poor. On

the contrary, the addition of independent clocks can result in a significant shrinking of the solution
domain.

6 EXAMPLE

Five commercial cesium clocks have been compared. Three of the clocks are maintained at IEN,

Turin, Italy (Cs4, Cs5, Cs6), the other two clocks are maintained at ISPT, Rome, Italy and

Telespazio, Matera, Italy and data are regularly transmitted to the IEN for traceability. The

comparison at distance is obtained with GPS or TV link. An appropriate smoothing procedure

has been applied to reduce the additive noise due to the synchronization link and, for integration

times larger than five days, this noise can be assumed to be negligible. The Allan covariance matrix
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has been computed for different integration times, with overlapping samples, by using one year

(1991) of daily measurement data. (The Allan covariance matrix is an extension of the well-known
Allan variance in the sense of (1)). In the present example the set Ca is composed of clocks Cs4

and Cs5 of IEN, the set Cb is composed of the two external clocks and the clock Cs6 of IEN is

the reference one. When the clocks in Ca jointly to the reference are used, the 2x2 matrix S _ is

obtained while, with the five clocks, the 4x4 matrix S is obtained.

To investigate how the increased number of clocks reduces the solution domain, 7) is compared

with _ in the plane (rl_, r2s), with a fixed value for the variance rss. Here we report only some of

the most significant examined cases.

The first case regards the Allan covariance matrix evaluated for integration time _- = 10 days. The

following matrices S °. and S are obtained, where numerical values have been scaled by 1028:

S_= [ 11.8 4.78] S=4.78 9.34

11.8 4.78 8.64 7.10

4.78 9.34 7.38 1.31

8.64 7.38 96.7 -23.7

7.10 1.31 -23.7 218

(21)

Since matrix S" satisfies conditions (9), the uncorrelation hypothesis is acceptable for the clocks

in Ca and the reference one. We can choose r_ = s,2, rls = 0, and r_ = 0 driving to the classical

solution. By choosing r_ = s,2, the two domains T )a and/) delimiting the possible choices for

r,5 and r_ are compared in Fig. 2. As expected, the classical solution corresponding to rlS = 0

and r25 = 0 is inside the domain 7:), and it is als0 inside the domain 7). It also means that from

the comparisons of the five clocks it results that the clocks in Ca and the reference one may be
considered uncorrelated. That is not the case for the other clocks because the complete matrix S

has not all equal and positive off-diagonal elements.

From Fig.2 it can be verified that the addition of the (co)variances of the clocks in Cb slightly shrinks

the solution domain and therefore also the arbitrariness in the choices of the free parameters r,s

and r_ is reduced.

The second case concerns the instability estimation of the same clocks for T ---- 100 days. The

following matrices S" and S are obtained:

S_=[ 104 2{_.3] S=20.3 16.1

104 20.3 97.4 103

20.3 16.1 19.8 -41.6

97.4 19.8 97.3 88.9

103 -41.6 88.9 433

(22)

where the values are again scaled by 10_.

Here the conditions (9) are not satisfied neither in the comparison of three clocks (S"), nor with

five clocks (S). The solution domain of the covariances rl_ and r= is represented in Fig. 3. Here

we see a significant reduction of _ with respect to T_ when five clocks are compared. The clocks

in Ca add so much information that the range of acceptable values for rls and r25 is reduced by a

factor of 5. Inside the domain _, the arbitrariness in choosing r_5 and r_ is so much reduced that

it seems not so much crucial the criterion to be used for the final choice. This situation is also
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depicted in Fig. 4 where the two 3-dimensional elliptic paraboloids describe the boundaries of the

solution domains for rl._, r2s, and rss.

7 CONCLUSIONS

This work has considered the estimation of clock instabilities when 3 or more clocks are compared

by measuring signal differences. From the measure covariance matrix S several information about

the instability of the individual clocks can be inferred and, in particular, the uncorrelation hypoth-

esis can be accepted or rejected. The estimation of the individual clock covariance matrix R from

the knowledge of S is an underdetermined problem and an appropriate optimization criterion ought

to be formulated to fix the remaining free parameters, but the solution domain is constrained by

the request of positive definiteness for the resulting R. Such a constraint has been deeply analyzed

and, with a theorem, it has been possible to give a simply geometrical illustration. Moreover the

importance of the comparison of a larger number of clocks is outlined, showing how, in some cases,

it results in a significant reduction of the arbitrariness in estimating clock instability.
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Fig. 1: Solution domain D corresponding to a particular matrix S obtained from the comparison of
3 different clocks.

(a) the domain D in the space of variables r_3, r23, and r33.

(b) boundaries of D for some fixed values of I"33.
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Fig.2: Domains _/Y (solid line) and D (dashed line) in the plane (rls,r25) for integration time _ = 10
days and rs_ = 4.78"10 _.
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Fig.3: Domains D _ (solid line) and D (dashed line) in the plane (rls,r25) for integration time 'c = 100
days and r55 = 20* 10 2s.
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Fig.4: Domains _f (external paraboloid) and "D (internal paraboloid) in the space described by rts,
r25, and !"55.
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QUESTIONS AND ANSWERS

Question: Is it possible for the domain to shrink to zero?

P. "Ihvella, Instituto Elettrotecnieo Nazionale: Yes, in fact for example, I suppose that one
correlation is possible. You just shrink to the region when all the covariances term are zero.

You just have no more degrees of freedom.
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Abstract

Through the past 17 years, the time scale requirements at NRC have been met by the unsteered
output of its primary laboratory cesium clocks, supplemented by hydrogen masers when short-term
stability better than 2 x 10-12r -l/_ has been required. NRC now operates three primary laboratory
cesium clocks, three hydrogen masers and two commercial cesium clocks.

NRC has been using ensemble averages for internal purposes for the past several years, and
has a real-time algorithm operating on the outputs of its high-resolution (2 x 10-13 s _ 1 s)
phase comparators. The slow frequency drift of the hydrogen masers has presented difficulties in
incorporating their short-term stability into the ensemble average, while retaining the long-term
stability of the laboratory cesium frequency standards.

We report on this work on algorithms for an inhomogeneous ensemble of atomic clocks, and on
our initial work on time scale algorithms that could incorporate frequency calibrations at NRC from

the next generation of Zacharias fountain cesium frequency standards having frequency accuracies
that might surpass 10-15, or from single-trapped-ion frequency standards (Ba + ,St+,...) with even

higher potential accuracies.
We present and discuss the requirements for redundancy in all the elements (including the algo-

rithms) of an inhomogeneous ensemble that would give a robust real-time output of the algorithms.

Introduction

Time scale algorithms are of wide interest because an ensemble average should behave better than

the best clock of the ensemble, in terms of accuracy, stability and reliability: to some extent the

misbehavior of any clock of the ensemble can be filtered out without disturbing appreciably the

ensemble average. The stability of a new clock can be added to the ensemble average without major
disturbance.

Historically, at NRC, theimplementation of a time scale algorithm at NRC has been delayed by the

excellent behavior of the laboratory cesium clocks of the Cs V and Cs VI designs. Used alone, they

met most of the needs of TA(NRC) and UTC(NRC), with the other needs being met by NRC's masers.

The advantages of developing a good time scale algorithm were not as evident as the advantages of

maintaining a "good clock".

Nonetheless, a time scale algorithm was developed for the NRC ensemble, and used to assist in primary

clock evaluations. It was particularly beneficial for evaluations when the NRC ensemble was operating
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in a degraded mode caused by probl_ems;_ther with our building's environment or with the clocks
themselves.

This algorithm was developed to exploit the short-term characteristics of the NRC clock ensemble

for the purposes of clock diagnostics, initially to run with the NRC three-channel phase comparators

at 10 -12 s resolution, taking pha._e data every 10 s. With the new NRC masers, a higher resolution

phase comparator was desirable, and the old design [1] was improved to give a unit which gives phase

differences each second (averaged over one second) with 0.1 ps resolution, and a short-term noise

level of less than 0.2 ps. We have built, and are commissioning two phase comparator systems for

full redundancy. Each phase comparator system can record 32 phase differences taken from up to 16

5 MHz sources, and has standard serial output at 9600 bps. The main data acquisition software runs

on MS-DOS compu'ters under Deskview. We wrote a driver to accept and check the phase comparator

data, and write the files to disk. The data acquisition computer system also runs the ensemble average

software in real-time (with less than 1.5 s delay from any phase step to the ensemble average: up to 1 s

delay in the phase compa:rator, up to 0.3 s in serial transmission, and up to 0.2 s for the recalculation

of the ensemble average). Thg same computer system flexibly displays the phase difference results in

a wide variety of formats.

Other operational advantages of real-time time scale algorithms also became evident at NRC as au-

tomated inter-laboratory time transfer with resolutions of better than 200 ps came on line in our

laboratory. Also a real-time algorithm promises advantages during evaluations or during repairs to

the primary laboratory cesium standards.

An algorithm seems attractive for exploiting the superior timekeeping characteristics of NRC's two

new masers, and could gracefully incorporate frequency calibrations from the initially short periods

of operation of the new cesium frequency standards -- cesium Zacharias fountains -- and single-ion

frequency standards, which are under development at NRC and will likely have frequency accuracy

capabilities in the 10 -is range. An algorithm based on Kalman filtering seems to be a promising

candidate to meet our requirements of good stability in both the short term and long term while

keeping the accuracy that cesium beam frequency standards and their successors provide.

Kalman Filtering

Of the many time scale algorithms used in different institutions and laboratories [2, 3, 4, 5, 6, 7], an

algorithm based on Kalman filtering seemed the most promising to meet our needs. It is an optimum

estimator in the minimum squared error sense, it applies to dynamic systems with a proper adaptive

filtering technique, it has the optimum transient response, and it can address the requirements of both

short and long term stability.

We have used Kalman filtering at NRC for several years, for algorithm evaluation purposes although

the ensemble average has been a very helpful tool for clock evaluations from early in the development.

We have set up a full project to pursue the development of the algorithms, and fine tune an algorithm

that we envisage will include rejection and correction of outliers for both phase and frequency jumps.

The purpose of this paper is not to develop the Kalman filter equations. This development can be

found in many good books[8, 9]. Briefly, if we have a linear system with the state-space description
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xk+l = Akxk4-_k (1)vk = Ckxk + r/k

where Ak, Ck are n × n, an'd q × n constant matrices, respectively the state transition matrix and

the connection matrix between the measurement v_ and the state-vector xk, and {_k} and {r/k} are

respectively system and observation noise sequences, with known-statistical information such as mean,

variance, and covariance, we can derive the following Kalman filtering process:

Po,o = Var(xo)

Ak-lPk-l,k-IAk_l + Qk-1Pk,k-1 _- T

ak = Pk.k-lC[(CkPk.k-lC'[ + R_) -1

Pk,k = (I -- akck)Pk,k-1

%1o = E(xo)
RHk-1 = Ak-lRk-llk-1

_k!k = Rklk-_ +Gk(vk- CkRklk-l)
k = 1,2,...

(2)

where

Pk,k-1 = Var(xk -- _¢klk-1)

Pk,k = Var(xk--:_klk)

Oh = Varffk),
Rk = Var(r/k).

the variance of the difference between the state vector and the

prediction _klk-1,
the variance of the difference between the state vector and the

estimation xklk,

Equation 2 is a recursive scheme that, when applied to the incoming data vk, produces predictions

Xklk-1 and estimations xklk of the state vector xk. The difference vk--C_,_klk-1 is called the innovation.
It can be shown that

Var(vk - Cklklk-_) = CkPk,k-_C'[ + Rk. (3)

For a description of a clock, we need to know its phase and frequency; in some case the frequency

aging is needed. Since absolute time is not known, the exercise is equivalent to comparing two or more

clocks together: that means that the state vector components are the phase difference x(t) and the

relative frequency y(t). The following equations are for the phase difference and relative frequency

between two clocks. A generalization to more clocks is straightforward.

y(t) (4)

and

_klk-_ = _(t It - 8)

where _(t I t - _) is the prediction on x(t) given _(t) from t = 0 up to t - &

matrix is:

(_)

The state transition
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(1,)Ak = 01 ; (6)

and since we measure the phase difference between two clocks, the connection matrix between the
measurement and the state vector is

Ok----( 1

Rk is the variance of the measurement error:

o ). (7)

Rk = (8)

Now, if we have a careful look to the equations 2 of the Kalman filtering process, we see that the

second, third and fourth equ_.tions are self-sufficient as a group: the matrices Pk,k-1, Pk,k and Gk

are updated independently of the data vk! There is nothing wrong with that if the description of

the model is right, and if the behaviour of any clock in the ensemble is unchanging. The latter is

practically impossible to realize, at least on a long term basis. The development of adaptive filtering

is needed in our case. This means that the parameters of the model, specifically the variance matrix

Qk of the system noise, must be continuously evaluated. The frequency of evaluation depends on the

type of noise process involved.

Although we are still evaluating different adaptive filtering approaches, the one developed by Stein[5]
looks the most appropriate of all the adaptive filtering approaches we have studied until now[9, 10,

11]. The approach is based on the fact that the variance of the innovation, equation 3, links the

measurement vk with Pk,k-1, which is defined in terms of Qk-1 in equation 2. Our next step will
be to implement a slightly modified version of Stein's approach, the modifications are more on the

procedure of calculating the parameters rather than on the underlying principles.

Results using the current algorithm

We present here an analysis of our internal time scale algorithm based on Kalman filtering by looking

at two different sets of clock data -- relative phase measurements between six pairs of clocks taken at

10 minute intervals -- taken respectively between MJD=48795 and 48865 for 70 days (from 92-06-22

to 92-08-31), and between MJD=48895 and 48915 for 20 days (from 92-09-30 to 92-10-20). These

two sets of clock data correspond to periods of relatively stationary behaviour of the clocks. Of the

different clocks included in the calculation of the time scale, there are the two new NRC hydrogen

masers, H3 (H) and H4 (h), on which there are still experiments done, often resulting in frequency

steps; for that reason, H3 has been included in the calculation of the first period of 70 days for only

37 days, between MJD=48795 and 48832. H4 is not included at all in the 70 day period. Besides the

two hydrogen masers, the time scale algorithm is calculated from the relative phase measurement of

three primary laboratory cesium beam atomic clocks, Cs V, Cs VIA and Cs VI C, and two commercial

cesium beam atomic clocks P and p (HP5061-A's with super tubes). The six phase differences were

taken with two three-channel phase comparators with 1 ps resolution, and the calculations were done

using phase difference data taken every 10 minutes.

4O2



The time scale algorithm evaluation includes also Cs VI C (undergoing a full evaluation during part of

this period) and the two commercial cesium clocks. For that period, though, their measured stabilities

were not good enough to give them important weights in the calculation, and we will not present
results for them.

To analyze the time Scale algorithm, we present the Allan deviation graphs of each of the other clocks

vs the ensemble. As expected from Figs. 1-3, the hydrogen masers H show a very good short term

stability that is reflected in the algorithm. Fig. 1 shows the Allan deviation of free- running maser

H3 vs the ensemble. In Figs. 2 and 3 the Allan deviations are for the masers under cavity servo

control. In Figs. 1-5, the upper and lower traces show the limits of the interval of confidence (95 %)

in the evaluation of the Allan deviation. After a week, Cs V starts to take over when it reaches the

a_(r) = 2 x 10-14 level, Fig. 4. A longer term analysis, of the order of 1 year, would show a larger

contribution of Cs V, and also of Cs VIA and Cs VI C, since their long term stability is better

than the hydrogen masers. A comparison of Figures 1, 4 and 5 shows that the cesium clocks and

the hydrogen maser H3 are at the same level of stability after a week, defining the beginning of a

cross-over region before the 16ng term stability of the hydrogen maser deteriorates. At this level of

stability, au(v) = 2 x 10-14, and on a period of 70 days, it is easy to appreciate the difficulties of

determining from the Allan deviation over this period which clock(s) should be pulling the algorithm

the most. This time scale algorithm allows a maximum weight of 0.8 for the contribution of the best
clock,

Other long-term questions have not been resolved in this algorithm. It does have built-in consistency

from the continuous evaluation of the weights from predictions and estimations for the calculation

of the phase of the ensemble. However, the same standard of consistency is not implemented for

frequency, nor for aging or related effects. The consequence is that the long term behavior of the time

scale is not optimally controlled, with phase comparisons taken every ten minutes as clock data. The

algorithm could be pulled by the hydrogen masers even if the long term stability of a cesium clock is

better. This problem will be addressed in the further developments in our time scale algorithm.

Additional requirements for a real-time system

The results of our experience with ensemble averaging, such as that presented above, has encouraged

us to undertake a project aimed at implementing a real-time algorithm for UTC(NRC). Our old system

has used the proper time output of our "best" primary cesium clock, as PT(NRC), adjusted for our

100 m elevation by a microstepper to convert to UTC(NRC). We have examined the requirements of

a time scale system, and we are building a system shown in Fig. 6. It measures phase differences each

second and controls a quartz oscillator giving UTC(NRC) by calculating and outputting a correction to

the quartz oscillator frequency with a delay of less than 1.5 s. Most components of the system have on-

line backup, botl_ to minimize the effects of component failure and to simplify component maintenance

and upgrading. Most of the hardware has been operating for over a year, and the algorithm presented

above has been re-implemented on the redundant PC's (switching from the Hewlett-Packard Basic

(Rocky Mountain Basic) and Infotek compiler to Microsoft's Quickbasic and Basic System 7 for MS-

DOS 80486 computers). We have encountered more difficulties than expected with compiler errors

as well as the normal coding errors. We are in the process of independently re-coding the algorithm

in FORTRAN, both for speed and as a further check on the coding and compilers: we plan to use

the greater portability of the FORTRAN code to run the algorithm on VAX VMS, IBM VM, Silicon

Graphics UNIX as well as PC's under MS-DOS. The greater speed will expedite the offiine examination
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of different strategies for algorithms running on our small, inhomogeneous ensemble of atomic clocks.

When one examines the behaviour of clocks, what looks simple is in fact more complicated. The

stability of a clock, mostly evaluated by the Allan variance, varies with the time interval on which it

is evaluated. If a phase or frequency step happens, it must be not only detected but also determined

as being either phase or frequency. A time scale algorithm must deal with changes in stability, both
in time and in time interval, and in phase and frequency. The evaluation of the parameters of the

algorithm, the system noise and the weights of the clocks, must be as automatic as possible without
loss of control. A well designed algorithm lets the human operator keep track of all the evaluated

parameters to keep control in case the algorithm behaves inappropriately. The reliability is one of the

aspect on which the algorithm will be evaluated extensively. Initially we expect to be running different :

real-time algorithms in parallel, constrained to lie within a time window around the old "best clock"

algorithm. The time window would have to be manually set and reset when necessary.

Conclusion

Until now, UTC(NRC) has been derived from one of the three laboratory primary cesium beam clocks,

Cs V, Cs VIA and Cs VI C. Their excellent capabilities has delayed the implementation of a time

scale algorithm. The advantages of a time scale algorithm for NRC's inhomogeneous group of atomic

clocks were not as evident as the advantages of maintaining a "good clock".

We presented in this paper some ideas for the development of a timescale algorithm based on Kalman

filtering. The choice of Kalman filtering is dictated by our requirement for both short and long term

stability of the ensemble. By taking phase differences between pairs of clocks instead of time of clocks,
we make sure that the different variance matrices involved in the recursive calculation of the time

scale do not diverge. The system noise variance matrix must also be updated dynamically to take into

account the change in behavior of any clock of the ensemble. Continuity, not only in phase but also in

frequency, and aging if measured, must be implemented in the algorithm. This is to avoid pulling of

the algorithm by clocks which have the best short term stability, like the hydrogen masers, but poorer

long term stability. We have presented an analysis of the time scale algorithm, used internally only,

for two periods of time of 20 and 70 days respectively. The algorithm was found to give the most

weight to the best clocks in the short term, but the analysis didn't allow us to evaluate the algorithm

on the long term.

We considered also the requirements of an on-line time scale system generating UTC(NRC), from the

measurement of phase differences to the control oi" the quartz oscillator. Many of the components will

be redundant, the measurement system and the computer calculating the algorithm, to detect any

phase comparator or computer error. The program and its coding will be checked against different

source of errors like coding, compiler, and the algorithm itself. For that matter, the coding will be

checked on different computer architectures, not only on a PC DOS 80486 where it will be implemented.

In the future, a time scale algorithm will have be optimized to facilitate exploiting the initially short

periods of operation of NRC's new frequency standards: cesium Zacharias fountains and single-ion

frequency standards, which will likely have frequency accuracy capabilities in the 10 -is range. Unless

there are surprising advances in time intercomparisons, the promises of good algorithms will have to be

realized to allow inter-laboratory frequency intercomparisons at this level. Subsequent work will focus

on the optimal inclusion of the intervals of operation of these higher accuracy frequency standards

into the ensemble average of our inhomogeneous group of atomic clocks.
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A MULTI-VARIANCE ANALYSIS IN THE TIME
DOMAIN

Todd Walter

W.W. Hansen Experimental Physics Laboratory
Stanford University, Stanford, CA 94305-4085

Abstract

/7.2oof:
?. /9

Recently a new technique for characterizing the noise processes affecting oscillators was
introduced [1] [2]. This technique minimizes the difference between the estimates of several
different variances and their values as predicted by the standard power law model of noise. The
method outlined in this paper makes two significant advancements: it uses exclusively time domain
variances so that deterministic parameters such as linear frequency drift may be estimated, and it
correctly fits the estimates using the chi-square distribution. These changes permit a more
accurate fitting at long time intervals where there is the least information. This technique has
been applied to both simulated and real data with excellent results.

I. Introduction

Stochastic noise processes are the dominant source of imprecision in high-performance
oscillators. Better information about these noise sources leads to an improved understanding

of the estimated stability of the oscillator. Furthermore, information about the level of
contribution from each noise type can improve their theoretical description. Some of these

processes are well understood (thermal noise, shot noise, etc.), but many are not adequately
described by theory. For some processes, when they are understood, there is greater
potential for their subsequent reduction. Rudimentary stability analysis of an oscillator is
fairly straight-forward. However, placing confidence limits on the stability estimates requires
detailed knowledge of the noise types affecting the precision. The processes being
characterized are stochastic, and therefore we can only provide a rough statistical analysis.
Additionally there may be many contributing noise sources that can have a tendency to
obscure one another. Thus there has been a scarcity of good data on the precise contributions

of individual noise sources. Recently a new method in noise analysis was introduced. This
method, called multi-variance analysis [1], is capable of providing precise measurements of
dominant noise sources.

Before examining the details of this new method, we must first understand how noise
affecting oscillator precision is measured. The output of an oscillator can be represented by
[3] [4]

V(t) = [V o + e(t)] sin[2 n" v o t + _o(t)] + Vj (t)

Vo and Vo are the respective nominal amplitude and frequency of the output, e(t) and <p(t) are
amplitude and phase fluctuations respectively and V1(t) is additive noise. Provided e and V_
are much smaller than Vo, the instantaneous frequency of the oscillator output can be written
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I d_(t)
v(t) = Vo+

2z dt

The instantaneous fractional frequency deviation from nominal may also be defined

y(t)-
v(t)- vo _ 1 dcp(t)

v o 2zv o dt

It is the stability of the output frequency that is of primary concern. Stochastic processes that
affect this stability will appear in y(t). Another useful quantity is the phase deviation, in
units of time,

_(t)
x(t)-

2z v o

This quantity, the time integral of y(t), is a measure of the time deviations of the oscillator.
Averaged values of y(t) can be obtained by differencing two phase measurements and
dividing the result by the time interval between the measurements.

The effects of these noise processes manifest themselves in both x(t) and y(t). This
paper is concerned with the characterization of these effects rather than their physical cause.
Examining the disturbances to y(t) is one of the more common means of characterizing the
frequency stability of an oscillator. One method is to look at the power spectral density

(PSD) of y(t). It has been observed that the PSD of y(t) often has integer slopes when
plotted on a log-log graph. Empirically, five slopes are commonly observed. This has led to
the standard power law model which may be written [3] [4]

where a is an integer that runs from -2 to 2 and the ha's are the noise intensity coefficients.

The five noise categories are respectively white phase modulation, flicker phase modulation,
white frequency modulation, flicker frequency modulation and random walk frequency
modulation.

This model adequately describes most of the observed noise processes. However the
frequency domain'is not necessarily the best place for analysis. Forming a PSD estimate
from data discretely sampled in the time domain can lead to biases and distortions.
Additionally the data is often affected by systematic effects such as frequency offset and
linear frequency drift that, if not properly estimated and removed, will also distort the PSD
estimate.

The process y(t) is not the most convenient measure because it is not possible to
measure the instantaneous frequency. Instead the frequency measurement takes place over
a finite time interval x. Also the measurement of y(t) often involves some dead-time. This

causes a reduction in the amount of information obtained. Therefore, the frequency stability is
more easily specified through the characterization of x(t) in the time domain.
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II. Time Domain Variances

The most common time domain measure of oscillator stability is the Allan (or two-

sample) variance. For the process x(t) it is defined by

cr_(z) =-_I 2 ([x(t + 2z)-2x(t + z)+ x(t)]+) +
A+/, -

The angle brackets denote an ensemble average or expected value. The Allan variance was
chosen because it forms a convergent measure of the fractional oscillator stability as a
function of time interval. It is possible to define other variances that meet this criterion. A
less familiar measure is the Hadamard variance with binomial coefficients [5]-[8]. I will use

a renormalized version given by

nO_y('t') = _'_ ([X(t + 3"C)-3X(t + 2"f)+ 3X(t + _)-X(t)] 2)

This measure is convergent for a >-5, unlike the Allan variance which is convergent for
_x >-3. Thus it would be possible to use the Hadamard variance to probe for noise beyond

random walk frequency modulation. Perhaps the most important feature of the Hadamard
variance is that it is unaffected by linear frequency drift. This makes it an excellent tool for

investigating noise types whose signatures are similar to and often confused with linear drift.
A new variance is introduced, which I call the alternate difference variance. It is

defined by

oo-_y('r>-= _z2 ([x(t + 3z>-x(t + 2z>- x(t + z)+ x(t>] 2)

+,-_:......... i...............
•:. • ............. ;...............

1.5 2 2.5

Figure 1. The Allan, Hadamard and alternate difference variances

are plotted as functions of ct (ha= 1, z= 1)

Its chief advantage is that it is
affected to a greater degree by
noise with a below 0 although
it too is only convergent for
o_ >-3.

Table 1 shows the

functional dependence of each
variance on the different noise

types. In addition Figure 1
plots these three variances as
functions of a. Notice that for

> 0 all three variances have

similar responses, althoug.h
the Hadamard variance _s

slightly above and the alter-
nate difference variance is
below the Allan variance. At

ct = 0 the variances are equal
by definition. For a < 0 the
three begin to diverge.
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All three of these variances have difficulty distinguishing between white phase and
flicker phase noise. To aid in this resolution the modified Allan variance was created [4]. It
exploits the different dependencies of these two noise types on system bandwidth (fh). Just
as the modified Allan variance was created from the Allan variance it is possible to create the
modified Hadamard variance and the modified alternate difference variance from their
respective variances.

The time domain variances, as for the PSD, can only be estimated from the observed
data. The noise processes will each have some underlying true variance that is unknown to
the observer. We use the discretely sampled data of finite length to estimate this true
variance. If we have N points each separated in time by r0, so that xk = x(kro + to), the
estimate of the Allan variance is given by

_r_(m%,N) =
1 N-2m

2(N_2m)(mzo)z _-_(xk+2'__=,-2x_+m +xk) 2

The ^ specifically denotes the fact that this is only an estimate. This estimate has a specific
uncertainty associated with it. Clearly as m approaches N fewer points will be included in the

estimate and it will have greater uncertainty. For each specific noise type it is possible to
calculate the variance of the variance estimate [4] [9] [10]. Similar estimates and
uncertainties of estimates can be calculated for each of the other variances.

Noise Type

White Phase

Flicker Phase

=h,i)
White

Frequency

m

Flicker

Frequency

Random Walk

Freq.

=h_ I )
Linear

Frequency Drift

(x(t) = -_Dr t 2)

Allan Variance

3

(27r) 2 .C2 hef h

3 X -gn2 + 3ln(2Jrfhr )

(2tr) 2 7 2 hi

ho
2r

Hadamard Variance

10 X - 6gn2 + 15In3 + lOln(2rz fh r )

3(2 n) 2 7 2

h o

2_

(4gn2 - _In3)h_j

Alternate Difference

2 X + 2gn2 -In3 + 2gn(2trfh_: ) h

( 2 _x) 2 .c2

h__£.o

2_

_2_

--h 2
3

(-_tn3 - 4Zn2)h_ 1

2 Dr2 _ 2

Table 1. The functional dependencies of the three variances under the assumptionfh r>> 1
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III. Multi-Variance Analysis

The multi-variance method combines the power law model with the output of several
variance estimates. Thus many observations with different variances must all agree within
the predicted responses of the power law model. This greatly simplifies the analysis, as all of
these observations are used to estimate the five noise intensity coefficients. A single-

variance techniqt_e separates noise contributions by their differing dependencies on z. The
multi-variance method exploits those z dependencies in addition to utilizing different

responses of each variance for each particular value of z. Thus the multi-variance method
gains more resolution over analysis with a single variance. This powerful new technique was
introduced recently by Vernotte et al. [1] [2].

The estimates used in previous work [1] [2], correspond both to the time domain
(Allan and modified Allan variances) and to the frequency domain (Band-pass and High-pass
variances) [6]. The frequency domain variances are a powerful analytical tool, but, as
previously mentioned, they are more susceptible to biases and distortions. Systematic
effects such as frequency offset and drift, if not properly accounted for, will also bias the
spectral density estimates. We are interested in finding both the frequency offset and linear
drift in our analysis of the time series. In order to correctly form the PSD estimate these
effects must be subtracted from the time series. Often a least squares fit is performed on the

data to estimate these parameters. Unfortunately, the noise is non-white. Non-white noise
also has linear and quadratic components which will yield biased estimates and incorrect
confidence limits on those estimates [4]. When these false estimates are used to detrend
the data, some of the noise contribution will be subtracted out as well. A better approach

would be to incorporate these systematic effects in the fitting process, or to estimate the
parameters after the fitting process, so that the noise types will be known and can be
correctly taken into account.

I have chosen to implement the multi-variance technique using exclusively time
domain variances. The five variances used in this analysis are the Allan and modified Allan
variances, the Hadamard and modified Hadamard variances, and the alternate difference

variance. This change leads to a more robust estimator and allows systematic errors such as
linear frequency drift to be solved for as part of the fit. The frequency offset is estimated after
performing the fit when we have better knowledge of the noise shape. In the fit routine I
present here, I use the five variances at different values of x, to fit six parameters: the five
noise intensity coefficients and linear frequency drift.

IV. Chi-Square Probability Distribution

Standard least squares fit methods return the maximum likelihood solution for
estimates that are distributed normally. However, the variance estimates used in oscillator
noise analysis follow a chi-square distribution. Therefore fit routines using the standard least
squares method will not yield the best solution, particularly when the estimates have few
degrees of freedom. Figure 2 shows the chi-square distribution for two different values of the
number of degrees of freedom (v). It is evident from this figure that for low degrees of
freedom the distribution is quite different from a normal distribution.

The mechanics of performing a fit on chi-square distributed variables are similar to
fitting normally distributed variables. One possible source of confusion is that least-squares
fitting of data with normally distributed noise is often referred to as chi-square fitting. This is
because the cost function (parameter to be extremized) is chi-square distributed (the sum of
the squares of normally distributed variables). I define a new fitting routine, for chi-square
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Figure 2. The chi-square probability distribution is plotted for two

different values of the number of degrees of freedom (v). The ver-
tical lines indicate the mean value or 50% point

distributed variables, in which
the cost function will have a
different distribution. I have

termed this type of fit x i-
square fitting.

The variance estimate
contains both stochastic and
deterministic effects. It is the
stochastic contribution which

follows the chi-square distri-
bution. We must subtract out

the systematic effects and
then properly scale the esti-
mate. The subtraction of sys-
tematic components takes
place as part of the fit. They
do not have to be estimated
and subtracted before the
variance estimates can be

formed, as in the case of the

frequency domain measures.
After the fit, when the sys-
tematic effects have been es-

timated, they can be sub-
tracted from the raw data and this detrended version can be refit for comparison.

In order to perform the fit we must construct our chi-square variables. Just as in the
case of the PSD, the expected value of the k th variance at time interval _:i can be treated as
the sum of five noise contributions

_ (_:,)=,y_.,hoo_,_(r,)

The functions ,,_(_:_) are the known functional dependencies for a specific noise type (see
Table 1). The uncertainty for each noise type _[,,$_(1:_)] is also calculable [10] and can be
used to construct the variance of the variance estimate

cr [_¢, (_,)1

This variance of the variance estimate permits us to calculate the number of degrees of

freedom for that variance estimate [4]

The number of degrees of freedom is important for two reasons: the definition of our chi-
square variable depends explicitly upon it and it determines the shape of the probability
distribution.
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With the number of degrees of freedom and the fit function in hand we have only to
subtract off the systematic effects to create our chi-square variable. It is defined in the
following manner [4]

_r_( Vi)-[Drk( V_)]2

Drk(vi) is the contribution from deterministic effects on the variance estimate. Z_., is a
random variable that is distributed according to the standard chi-square distribution.

Figure 2 shows the standard chi-square distribution for two different degrees of
freedom. It is evident that although the expected value of X_i is vk_, the estimate is more

likely to be found at the distribution peak that occurs at vk. i - 27 For si:nall degrees of freedom
this is a significant difference. The estimates of the variances at longer values of z are formed
with fewer data points and consequently have lower degrees of freedom. Thus the most
likely estimate will be biased below the true value of that variance. Xi-square fitting correctly
accounts for this effect.

Another result apparent from Figure 2 is that the distribution is skewed about this
maximum likelihood point. The estimate is more often found to the right of the peak than to
the left. This can be corrected by multiplying the cost function by an appropriate factor when
the estimate is found to be to the left of the peak. Also chi-square distributed variables have
zero probability of being zero or negative. The variance of a chi-square distributed variable is
twice the number of degrees of freedom. Thus, lower degrees of freedom lead to narrower,

steeper peaks. Putting these ideas together leads to the following definition of the cost
function.

z:;- y__,[zL- v,,,+el;
k,i 2 vk. i

Now it is _2 that must be minimized. It is a non-linear function of the five ha's and any
deterministic parameters we choose to include. One must remember that not only is Z_ a

function of.ha, but v k _ is as well (note that X_,_ is also a function of v k _). The deterministic
parameters are found' only in X_ • The minirmzation of _2 can be accomplished in nearly the
same fashion as for a non-line_ least squares problem.

Non-linear fitting routines require initial values of the parameters being fit. They
attempt to step from one set of values to a better set in an effort to minimize the cost
function. The fitting routine described in this paper is not excessively sensitive to the initial
guesses. It will converge to the same solution as long as the initial guesses are roughly of

the right order of magnitude. It has been observed that it is better to overestimate the
magnitude of the parameters and have the routine shrink their value down than to start at too
small of a value and try to have it grow out to the correct solution. Thus, to initialize this
routine, assume that certain variance estimates .are caused entirely by one noise source.
Because we know the functional dependencies of the variances on the noise sources we can
then estimate the noise intensity coefficients. The same can be done for deterministic
parameters. This insures that the guesses are exaggerated but not exceedingly distorted.
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V. Results

The method outlined in this paper was first tested against simulated data. With real
data there is no way of knowing the true parameters. The routine might consistently
converge on the wrong answer without our knowledge. It is therefore crucial to test routines
such as this one with computer simulated data with a known truth model. Correctly
simulating power law noise can be a difficult task. It is not enough for the noise to have the
correct shape (e.g., I/f), but it must be distributed about that shape in the correct fashion.
The criteria by which simulated noise is judged and generated is beyond the scope of this
paper. There are, however, several good references on the subject [11]. The noise generated
for the truth models used in this analysis came from a routine described in [ 12].

The routine is able to

fit the data very quickly. It of-
ten takes more time to form
the estimates than to fit them.
The one drawback is that the

calculation of the variance of
the variance estimates is very
time intensive (roughly an
hour for N on the order of a

thousand). Fortunately these
values need only be calculated

once and then can be stored
for subsequent use. When
taking data, one can attempt
to take the same number of

points from run to run.
Clearly, an area that warrants
further investigation is finding
simpler functional approxima-
tions for these uncertainties

as has been done for the Allan

variance [4]. These approxi-
mations would permit faster
calculation and more flexibility
in data taking.
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Figure 3. The Allan variance estimates are fit for a particular
simulated data set of 1024 points. The solid line is the fit
variance. The 90% confidence limits correspond to the fit results.
The dashed lines represent the true noise levels and the dash dot
line is the true contribution from frequency drift.

Va. Simulated Noise

Various magnitudes of the noise intensity coefficients and linear drift were simulated
in combination. There are many combinations in which the contribution of a noise of a certain

type is overwhelmed by other noise sources. Also, some noise types may not be observable
because a sufficiently long data record was not taken or because the sampling rate was not

sufficiently fast. These effects cause such noises to fall below the limits of measurability.
Unless one takes an inordinately large amount of data, and none of the noise types

completely obscure each other, it will not be possible to precisely determine each noise
intensity coefficient and each deterministic parameter. Thus the routine is not always able to
resolve each parameter. Obscuration effects are also discussed by Vernotte et. al [1] [2].
When one of these situations occurs, it is important to determine that the parameter has not
been well estimated. In these cases, the confidence limits on the estimate are orders of
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magnitudelarger than the estimate itself. Thus the routine correctly identifies thosenoise
typesthat havelittle or no contribution andweights themaccordingly. When a noisetype is
observable,this routine is often capableof correctly estimatingthe valuesto within 10% or
better.

Parameter
h2

hi

ho
h.l

Estimate

436

0.00693

25.7

9.95

0.0917h-2

Dr 0.0752

22.5_0

xo -151

I Uncertainty

290

452

103

6.17

0.0662

Truth Model

500

0

0

10

0.1

Percent Error

12.8%

100%

100%

0.5%

8.3%

0.0623 0.08 6.0%

5.95 25 10.0%

17.1 -150 0.667%

Table 2. Best fit coefficients and parameters for the simulated data.

For one particular example of simulated noise, Table 2 lists the estimated parameters,
uncertainties, truth model and percent error. Notice that for the two absent noise types

(flicker phase and white frequency) the estimated parameters are low and the uncertainties

are high. For the noise types that were present, the parameters were well estimated. The

comparatively large error for the white phase coefficient is a result of not sampling often

enough. This can be seen in Figure 3. More estimates at shorter time intervals are

necessary to better resolve this parameter. The fit variance is in excellent agreement with
both the estimates and the true variance within the observed time intervals.

Unfortunately, the con-

10q2

_ I0-13

i i _t_tll , o , , ,if*

lO-,, ...... .....................10 3 l0 s 10 4 10 7

Figure 4. This plot shows the Hadamard variance estimates and fit
values from the raw rubidium data. Again the error bars

correspond to 90% confidence fimits obtained from the fit.

fidetlce intervals on the

parameter estimates are
excessively large. They are
nearly a factor of five too large
in the example of Table 2.
Some of this error is because

the xi-square residuals of the
fit are treated as though they
are chi-square distributed.

While this is a reasonable

approximation, more study
needs to be done on the true
statistics of the residuals to

obtain better, stricter esti-
mates of the uncertainties.
Another factor is that the dif-
ferent variances are not sta-

tistically independent. Prob-
ably the best way to place
reasonable confidence limits

on the parameter estimates
would be through computer
simulation. By simulating
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Parameter Estimate Uncertainty

h2 1.39e-22 1.1 le-18

hi 7.76e-24 2.43e-18

ho 4.42e-23 4.70e-23

h.1 2.65e-32 2.53e-28

h.2 5.17e-34 3.17e-34

Dr -2.41e-19 5.9e-20

_0

XO

2.182617e-10

1.18e-09

4.67e-14

1.66e-09

Table 3. Best fit coefficients and parameters
for the rubidium oscillator vs. AT1 data.

many data sets in the region of the predicted
parameters, one could obtain a better feel for
what the real confidence limits might be.

This routine is particularly adept at
picking out small values of linear drift even
when completely buried in the noise. Notice
in Figure 3 that the last data point has a
large uncertainty and occurs where the linear
drift level is still below the random walk fre-

quency contribution. Yet the routine still
estimated the drift parameter to better than
10%. If the second difference method of

estimating drift [4] [13] had been applied to
this data, it would have obtained a value of

-0.015. That method is incapable of estimat-

ing drift when it is so far buried in the noise. For larger relative values of linear frequency
drift, the second difference method yields estimates comparable to, and sometimes better
than, those found with this routine.

Also. notice in Figure 3 that the last point dips well below the true variance or even
below the contribution just from the random walk frequency noise.' For this point the number
of degrees of freedom is predicted to be 3.135 and the value of the chi-square variable
corresponds to 0.731 or right near the distribution peak. Thus the estimate has less than one
third the value of the true variance. Because of the scarcity of data for this time interval, the

variance estimate is not very good. If the chi-square distribution were not correctly applied to
this case, one would obtain an overly optimistic prediction of the stability.

Vb. Rubidium Data

The routine was also
tested on real data from an
EG&G rubidium oscillator.
This oscillator was measured

against ensemble time (AT1)
at NIST [14]. The raw data
was fit reasonably well by this
routine. Because of the large
drift that was present in this
oscillator the Hfidamard vari-

ance is a good measure of the
stability, Figure 4. Unfortu-

nately it can be observed that
the fit values lie outside the
90% confidence limits for some
of the estimates. Such an
effect could have a number of
causes: noise that does not

follow the standard power law
model, environmental effects
or other deterministic effects

such as periodic modulation of
the data. Because the most
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Figure 5. The power spectral density of the partially detrended data
is plotted as a function of Fourier frequency. The diurnal
variation is clearly visible.
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Figure 6. The Allan variance estimates and fit variances are shown
for the fully den'ended rubidium vs. AT1 data. The dashed lines
indicate the estimated level of contribution from each noise type.

affected point corresponds to a
time interval of nearly half a

day, diurnal variations were
suspected. Using the esti-
mates of the drift and fre-

quency offset, these effects
were removed from the data.

Investigation of the PSD of
the detrended data confirmed

the suspicion (Figure 5). By
fitting a sine-wave response
to the PSD, a diurnal modula-
tion with an amplitude of
0.35ns was found and sub-
tracted from the data. The

magnitude of the variation is
reasonable for an oscillator

with a temperature coefficient
of 2x10 -12 and temperature
variations on the order of a

tenth of a degree Celsius.
When this detrended data

was refit, the fit variances
were in excellent agreement
with the estimates (see

Figure 6). Thus it was this periodic modulation that had corrupted the initial fit. It is evident
that only two significant noise types affect the data. This can also be seen in the estimated
noise coefficients in Table 3. Only the estimated coefficients for white frequency modulation

and random walk frequency modulation are not well below their confidence limits. Again the
confidence limits in this case could probably be reduced significantly. Nevertheless the
presented routine was not only able to fit the real data, but it was also able to indicate the
periodic modulation that was present.
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QUESTIONS AND ANSWERS

Question: I imagine it is hard to estimate drift in the presence of random walk. They start
looking the same. I am wondering if I have not seen anybody do this, but can you imagine a
way to estimate drift from random walk, and remove it that would not automatically bias the
variance low. That would at least give some deviation ....

T. Walker, Stanford University:. I can imaginea way that would work. I think a slightly better

way to implement it, rather than subtracting the drift the way I do, would be to actually detrend
the data after every step. This would be computationally impossible or not worth doing but
if you actually detrend the data as you go along, optimize that way rather than subtracting,
there is cross terms that can get in there. But you can expect from random walk frequency

that the last point will be biased low because you essentially have only degree of freedom, or
something very low that will be biased very low. What you have to realize ....

Questioner: Just because it is Chi-Square?

T. Walker. Well I think that the statistics for the Allan variance estimate is almost worthless

for just one estimate. You really do not have enough information to say anything meaniful
about what the stability is.

Questioner. Why bias low?

T. Walker. Well it could be high but is more likely to be found at that.

D. Allan, Allah's Time: It is interesting to look back at classical statistics for these low

frequency processes. They turn out to be incredibley sensitive to low frequency. In fact they
diverge but we know they diverge as a function of a number of samples and if you look at that

independence you can get estimates of some of these low frequency properties for the very
low frequency components; ie: one cycle per data length. The standard deviation is a very

good measure and it is sensitive to the number of samples and the kind of parallel processes.
I wonder if we could exploit this some to help us. It is a measure we have kind of forgotten,
that has information in it.

T. Walker: I think that you could, providing you have a model, like this, where you assume
the noise type. You certainly can do a lot with the statistics in analyzing what you are seeing.

H. FUegel, The Aerospace Corporation: I may be wrong. I am trying to remember something
from a long time ago. I wonder if it is mathematically even possible to separate linear drift
from random walk. The only way I ever thought it might be handled is through the arc sine
law. If you have a fantastic amount of data, then the number of zerocrossings you get from
a pure random walk is predictable. You could use that to estimate roughly where your line
should go. I do not know if that is practical.

T. Walker. Right, it is probably not practical and I think what,you are saying is correct. What
I attempted to do in this, is use some of the information by fitting them at the same time.
Then you do have some information on each level. You may be able to subtract them again.
You need to detrend the data after you find the drift and verify that has been correctly done.

R. Keating, USNO: I just want to compliment you on a fine and interesting paper. It is aot
very often that we get comments from the people that ask question_. What I would like to
know, what are your plans for the future, what are you going to do now?

I". Walker: That is a perfect question. I am a graduate student at Stanford right now and I
am finishing up my thesis, hopefully in the spring. I actually do not have plans beyond that.
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I am working on the gravity B project, and I may be continuing with that. I definately would
like to stay involved with some of this work. I already see some things that could potentially
be done in extending this. So I would have to say my plans are not set. If anyone has any

offers for plans, I would gladly accept them.
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Abstract

There is a frequent need to measure the frequency stability and phase noise levels of very high

performance signal sources that are required for certain spacecraft missions. These measurements
need to be done at different locations as the spacecraft subsystems progress through the various

stages of development, assembly, test and integration.
Allan Deviation and Phase Noise of high performance sources are generally measured by

comparing the unit under test to a reference standard. Five basic requirements are associated with

making these kind of measurements:

1. The reference standard performance needs to be equal or better than the unit under test.

2. The measurement system needs to accomodate odd, non- standard measurement frequencies

that can range from 4 MHz to 35 GHz.

3. Warm-up frequency drift and aging can corrupt a measurement and must be dealt with.

4. Test equipment generated noise must be understood and pievented from limiting the men.

surements.

S. Test equipment noise performance must be verifiable in the field as needed.

This paper describes a portable measurement system that has been built by JPL and used in

the field. The methods of addressing the above requirements are outlined and some measurement

noise ftoor values are given.
This test set has recently been used to measure state of the art crystal oscillator frequency

standards on the TOPEX and MARS OBSERVER spacecraft during several stages of acceptance

tests.

INTRODUCTION

The Frequency Reference Unit (FRU) of the Topex/Poseidon spacecraft and the Ultrastable Oscil-

lator (US0) of the Mars Observer spacecraft are high performance signal sources that needed to be
measured in their final environment to assure compliance with previously established specifications.

'This work represents one phase of research carried out at the Jet Propulsion Laboratory) California Institute of
Technology, under a contract sponsored by the National Aeronautics and Space Administration.
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The objective was to design and build a portable measurement system that would meet the fol-
lowing requirements:

A. Perform all required measurements on the Mars Observer USO and the Topex/Poseidon FRU

at designated spacecraft assembly and checkout facilities including thermal/vacuum and pre
launch sites.

B. Measure output frequencies of 4.096 MHz, 5.00 MHz and 19.056 MHz on the FRU; at 0 dBm

+ 5 dB power levels.

C. Measure the transmitter output at 8.423 GHz and 8.417 GHz on the Mars Observer spacecraft.

Power levels range from -70 dBm to +10 dBm depending on configuration and modulation.

D. Use existing equipment and available commercial instruments when possible for maximum
cost effectiveness.

E. Avoid customizing in order to reconfigure and reuse equipment for future tests.

F. Provid e flexibility to facilitate unexpected last minute changes in scope when in the field.
i

G. Simplify and minimize calibration procedures asmuch as possible without sacrificing confidence

and accuracy.

REQUIRED MEASUREMENTS

1. ALLAN DEVIATION, T--1 s to v--10000 s

2. PHASE NOISE, AT 1 Hz to 10 KHz OFFSETS FROM THE CARRIER

i

3. DETECTION OF SPURIOUS, UNDESIRABLE PHASE MODULATION

4. DETECTION OF CROSSTALK

5. DETE(_TION OF ENTRAINMENT

6. AGING

7. WARM-UP CHARACTERISTICS

8. ABSOLUTE FREQUENCY

SPECIFICATIONS

It is beyond the scope of this paper to list all,specifications. Figures 1 and 2 show typical Allan

Deviation and Phase Noise for the signal sources under test. It is evident that these are extremely
low noise crystal oscillator units.
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BASIC APPROACH

We decided to use the mixer/phase detector method of comparing the UUT to available references.

The block diagram in Figure 3 shows the basic test configuration.

Phase noise measurements are made by establishing phase quadrature between the two mixer

inputs. The DC voltage fluctuations at the output are proportional to phase noise between the two

input signals. With proper calibration and processing the spectral density of phase can be measured

directly with a commercial spectrum analyzer at the required offset frequencies. The detailed

procedures and limitations of this method are well documented in the literature.J1, 2] Continuous

observation of these phase fluctuations can detect crosstalk and other spurious undesirable phase

modulation on the unit under test.

Allan Deviation, Frequency Offset, Frequency' and Phase Residuals are measured by establishing

a 1Hz beat between the two mixer inputs. The Zero Crossing Detector (Z/C) provides a fast,

one time only, transition at this beat period which can be counted to yield frequency offset data

at selected averaging times. In our system, the output of the Z/C is also fed to a time interval

counter which measures the time difference between each positive going or negative going zero

crossing transition and subsequent 10 PPS pulse. This is known as the "Picket Fence" method of

measuring the Allan Deviation. This process also yields residual phase and frequency data in the

time domain. [3]
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There are five basic requirements associated with making these kind of measurements.

1. The reference source must be equal or better than the UUT.

2. The system must accommodate the output frequency of the UUT.

3. The mixer noise must not limit the measurement sensitivity.

4. The UUT. must not drift too much. (See explanation below)

5. Test system performance must be verifiable in the field.

(Allan Deviation measurements are corrupted if tau is not held constant during the duration of

the test. A rule of thumb is to maintain the minimum tau at 1 s :t= .01s. For a 12 hour test

run this would require a frequency offset drift between the reference and the UUT of less than

2.4 × 10-12/day at 8.4 GHz. At a 5 MHz test frequency, this requirement diminishes to about

4 x lO-°/day.)

AVAILABLE REFERENCES

Figure 4 shows the Allan Deviation of four different reference standards that were available to us.

Also shown are the typical specified and expected values of the units under test. Only the Hydrogen
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Maser qualifies as the reference that is equal or better than the units under test. Although

Hydrogen Masers are portable, the costs and time factors associated with moving one from site

to site was unacceptable. The high performance Cesium is not good enough over the tau range

of interest. A compromise solution was adopted by splitting each Allan Deviation test into two

parts. For tau values of less than 50 s the Crystal Oscillator was used; and for tau values of

greater than 50 s the Rubidium Standard was used as the reference. The Rubidium also qualified

as the absolute frequency measurement Standard. Although, the exact performance of the units

under test could not be established in the field, it was acceptable to verify that the units met the

minimum specified performance.

LOW FREQUENCY TEST SYSTEM CONFIGURATION

Figure 5 shows the Low Frequency Test System Configuration that was used to measure the To-

pex/Poseidon FRU signal characteristics. Each output signal was multiplied to about 95 MHz
and mixed with the 100 MHz reference signal. This way we achieved two objectives: The noise

contribution of the first mixer was not significant at this frequency and the use of a synthesizer

at the 5 MHz intermediate frequency provided for the correct 1Hz offset capability at each test

frequency with 0.1 Hz resolution. It should be noted that we could not find a synthesizer that

could be used directly at the first mixer input because of noise limitation. A Fluke model 6160B

was tested and found to be acceptable at the 5 MHz intermediate frequency. Frequency drift at •

the 95 MHz level was no problem once the system was warmed up.

The system was tested in the field as often as needed by measuring the known 5 MHz test oscillator

and or by feeding the 5 MHz reference into the x19 configuration multiplier. Phase Noise, Crosstalk

and Spurious Signals were measured by closing the loop with a less than 1Hz BW and using the
5 MHz VCO as the reference.
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Allan Deviation, Frequency Offset, Frequency and Phase Residuals, Entrainment, Aging and

Warmup Characteristics were measured with the loop open using the free running VCO or the
Rubidium as a reference.

HIGH FREQUENCY TEST SYSTEM CONFIGURATION

Figure 6 shows the High Frequency Test System Configuration used to measure the Mars Observer

Transmitter output at 8.423 and 8.417 GHz. Aging and warmup characteristics were estimated

to be at least 5 × 10TM per day. The corresponding frequency drift at 8.4 GHz during a 12 hour

period is .21Hz. It turned out during actual testing that the drift was often much more because of

unscheduled power off/on cycles. The configuration of Figure 6 solved this problem by effectively

dividing the 8.4 GHz output to a lower frequency for Allan Deviation measurements. This was done

by hardlocking the precision 5 MHz VCO to the 8.42 GHz test signal. Any convenient multiple

of this 5 MI-Iz, such as the 100 MI-Iz output shown, preserves the inherent stability of the signal

input within the loop bandwidth. The Allan Deviation, Frequency Offset, Frequency and Phase

Residuals, Entrainment, Aging and Warmup Characteristics were measured at 100 MHz against

either the Rubidium or Crystal Oscillator Reference. Thus we were able to maintain the beat

frequence within limitations. Mixer and synthesizer noise contributions are negligable at these

frequencies and frequency ratios.

The system noise floor and the x84/ref multiplier noise levels were measured in the field as needed

to verify measurement system integrity. (See Figures 7 & 8)
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UNIVERSAL LOW NOISE FREQUENCY MULTIPLIER

Figure 9 shows the Frequency Multiplier Module that was used. External, high isolation distribu-

tion amplifiers are not shown. A string of x2 sections, each consisting of a commercial 2way power

splitter and frequency doubler, followed by a JPL designed low temperature coefficient bandpass

filter and high isolation amplifier are mounted inside a magnetically shielded box. The input to

each x2 is +10" dBm. The bandwidth and center frequency of the 5 pole filters are chosen so that

with a minimum number of units a large range of input frequencies and multiplication factors can

be configured in the field by simply selecting the appropriate bandpass filter, The noise of this

multiplier is well below Hydrogen Maser levels. We use this multiplier with input frequencies in

the range of 1 to 50 MHz and output frequencies in the range of 10 to 500 MHz.
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Rgure 6. HIGH FREQUENCY TEST SYSTEM CONFIGURATION
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Figure 8.
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The Limit of Frequency Estimation
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Abstract

In phase and frequency measurements, the measured phase

and frequency are not the true phase and frequency but the ones

which are disturbed by noises, due to the effects of the noise

processes. In this paper, we discussed the effects of three noise

processes, i.e.,White PM, White FM and Random Walk FM, on the
estimations of phase and frequency. It is indicated that the

properties of these two estimations are very different. In phase
estimation, the error can be reduced by properly selecting suitable

smoothing length NT and smaple interval T. But in frequency
estimation, the error cannot be reduced arbitarily by means of

improving estimator or measurement equipment. The precison of

frequency is limited by the intrinsic noises in the clock.

I. Introduction

In phase and frequency measurements, the measured phase and frequency
are not the true phase and frequency but the disturbed ones, due to the effects

of the noise processes. Before an atomic time scale being computed, the phase

and frequency of each clock should be measured. So it is necessary to give

proper estimations of the true phase and frequency.

In th_s paper, we discussed the effects of three noise processes, i.e.,White

PM, White FM and Random Walk FM, on the estimations of the phase and

frequency. It is indicated that the properties of these two estimations are very

different.

II. The Noise Model

The basic model, so called Power-law Model, is presented in frequency

domain[ 1],

Sy (f) =h_2f-2+h__f-X+ho+h,f+h2f 2 (1 )

In time domain, the Dynamic Model is more convenient[2],

T(k) =x(k) +r (k)
x(k+l) =x(k) +y(k) T+q(k) (2 )

y(k÷l) -y(k) +f(k)

where r(k) are phase modulation noise processes which contain White PM and

Flicker PM; q(k) are frequency modulation noise processes including White FM,
Flicker FM and Random Walk FM; and f(k) is Random Walk FM. The sampling

interval is T.
The two flickers are not considered in the following disscusion, because the

other three noise processes in different levels are enough to demenstrate the

properties of this phase and frequenbcy estimations. So r(k) represents the White
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PM only,

Dr (k) 2=Er (k) 2= 1 2h_fh
(2z)

and q(k) represents the White FM and the Random Walk FM,

z=l_-- 1
Dq(k) 2=Eq(k) _n0x'+- _ (2=) Zh_2T3

(3)

(4)

III. Phase Estimation (finite-memory smoothing)

For a set of 2N+l phase measurements of _k+i)(i=-N,...,O,...,N), the linear
estimation of x(t) is

N

• (k) =_.-N CiT(k+i) (5 )

There is a set of cofficients, Ci(_--N,...,O,...,Ag,which enables the estimation
error to be minum,

E[r(k) -_(k) ]_- min (6)

But we do not care about the optimal solution here, because the properties of the

estimation are more important. For convenience, a simplified smoother, average
smoother, i_ used here. That is,

1 i=-N, "",0, "",N (7)
C/- 2N+I

and

N

. 1
_(k) 2---N7[_.__Y(k+i)

. (8)
= 1

2---N-i_._x(k+i) +1--% "_ r(k+i)_ 2N+ 1 .i_-.

If T is not large, the effect of Random Walk FM, f(k), can be ignored in phase
estimation. It is easy to show that

, i

x(k+ i)=x(k) +_ q(k+ l-1) (9 )

So the estimated phase can be expressed as true phase plus a serier of noise
processes.

R(k) =x(k) ,--
W

1 IN r (k+l)2N+1

N
1

N

* 2/%7+1

q(k-i) (N-i+z) (10)

q(k+i-l) (N-i +i)

According the assumption of independence between noise processes, the
estimation error is
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E[x(k) -_(k) ]2
N

1 2 2 Z (N-i+1) 2"Eq2 (k)
= (2N+I)-Er (k)+ (2N+I) 2 A-I

= . N(N+I)1 1 h2fh + hoT
2N÷'-'--[(2_) 2 2 (2N+I)

2N (2=) 2

(Ii)

This is the property of phase estimation that a small NT, smoothing length,
can reduce the effect of White FM and also when NT is fixed, increasing N, i.e.,

decreasing T, can reduce the effect of White PM. Therefore, a suitable selection
of N and T will make the error of phase estimation small enough.

IV. Frequency Estimation-I (Finite-memory smoothing)

We assume the measured phase has been carefully filtered before the

frequency estimation being done. Thus the phase noise can be ignored and the

noise model of Eq.(1) is rewritten as

d(k) -y(k) +l q(k)

y(k+l) =y(k) +f(k)

(12)

where

1 ' 113)
d(k) _ [x(k+l) -x(k) ]

For a set of 2N+1 frequency measurements of d(k+i)(_'--N,...,O,...,N), the

linear estimation of y(t) is

:

)_(k) =_._Cld(k+i) (14 )

We also consider an average smoother, similar to the case in phase

estimation. That is,

W

_(k) =i---!--$. d(k+l)2N+l

N

.y(k)÷!. q(k÷i)
T 2N+I ,._, (15)
W

1

2/_+1 _._ f(k-i) (N-I+1)
W

1 _._ f(k+i-1) (N-l+l)+ 2/V+I

The estimation error is
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E[y(k) -_(k) ] 2
N

. 1 2 _-_

(2N+I) T 2 'Eq2 (k) + _.i (N-I+1) 2.Ef2 (k)(2N+I) 2
(16)

= 1 [ lh0+_2T 1 (2_)2h_2T] + N(N+I) . 12N+----[ 2N+ i

-1NTho +_ah_2NT

It can be seen from Eq.(ll) and Eq.(17) that estimations of phase and

frequency a_'e very different. In phase estimation, the two noise effects can be

reduced simultaneously by small NT and large N. But in frequency estimation

small NT may reduce the effect of h_2 but the effect of h0 will increase, while

large NT will lead high h 2 and low h_. Therefore, the precision of frequency
estimation cannot be impr-oved arbitardy by change N or T for certain noise
levels.

According to Eq.(17), we may choose a suitable NT which can make the

estimation error as small as possible,
I

ho (17 (NT) =

Correspondent error is
t

E[y(k) -_(k) j2 ( 18 )

V. Frequency Estimation-II (Kalman Filtering)

For the noise model shown in Eq.(12), Kalman filter may be considered as
an optimal estimator. Obviously, the system of Eq.(12) fulfills the conditions of

observability and controllability, so the filter is stable. When the system is in
steady state, the frequency estimation is

_(k+i/k+l) =_(k/k) +K[d(k+l) -_(k/k) ] (19)

and the estimation error is

Ely(k) -9(k/k) ]2:p+ (20 )

In steady state, the filtering error P*, the prediction error P" and the gain K

fulfill the Riccati Equation as below,

P-=P÷ + F

1
K=P- (P-.--_Q) "_ ( 21 )

P+= (I-K) P-

where F=-D_(R) and Q= D( q( k )/ T)2. P' is solved as

P+-_ (-F+4 F2+4F Q )

7 ..4h2 .,2
=-='h-aT+_ =2hoh-2+-_ o,,,-2-

There is a T.i. which makes P' be minium,

(22)
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(23)

The correspondent estimation error is

_4 h (24)E[y(k) -fl(k/k) ]_=_ -_ho __
i

Because Kalman filter is an optimal estimator, any other estimator will not

be better than it. Therefore, Eq.(25) can he regarded as the limit of the

frequency estimaton. This limit is related to'the intrinsic noises in the clock, not
the measurement equipment. In general speaking, the precision of frequency

estimation is limited by the noise levels in the clock, which cannot be improved

arbitarily by improving measurement.

VI. Conclussion

We have analyzed the effects of clock noises on the phase and frequency
estimations, respectively. In phase estimation, the error can be reduced by

properly selecting suitable smooth length NT and smaple interval T. But in
frequency estimation, the error cannot be reduced arbitarily by means of
improving estimator or measurement equipment. The precison of frequency is

limited by the intrinsic noises in the clock.
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Abstract

In the high accurate measurement of periodic signals the greatest common factor frequency and
its characteristics have special functions. This paper describes a new method of time difference
measurement-the time difference method by dual "phase coincidence points" detection. This
method utilizes the characteristics of the greatest common factor frequency to measure time or

phase difference between periodic signals. It can sufl a very wide frequency range. Measurement
precision and potential accuracy of several picoseconds have been demonstrated with this new
method. The instrument based on this method is very simple, and the demand for the common
osciUator is low. This method and instrument can be used widely.

1. Introduction

With the greatest common factor frequency and its characteristics the high accurate measurement

of periodic signals can be accomplished easily, and the equipment is very simple. The time dif-

ference method by dual "phase coincidence points" detection is a new method of time difference
measurement based on the characteristics of the greatest common factor frequency. With this

method the high accurate time difference measurement can be accomplished in a very wide fre-

quency range. It is different from some frequency standard measurement method and instruments

which can only be used to measure time difference at certain frequency points and the devices

axe complex, that this new method can be used in a very wide frequency range and the device is

simple.

The greatest common factor frequency between two frequency signals is similar to the mathematical

greatest common factor between two numbers. To two frequency signals fl and f2, if fl = Aft,

f2 = Bfc, the two positive integers A and B are prime with each other, then f¢ is the greatest

common factor frequency f,_c between fl and f2 • The period of frna::c is the least common

multiple period Tminc between fl and f2 •

With the characteristics of the greatest common factor frequency to measure frequency and other

periodic signals, the main method is to detect the '_)hase coincidence points" between a standard

frequency signal and a measured frequency signal. The "phase coincidence point" does not mean
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exact phase coincidence. It means the degree and case of the very near relative phase. It has been

demonstrated that the quantized phase shift discriminability between two frequency signals is:

AT = fma=c
flf2 (1)

where fr_=c is the greatest common factor frequency between fl and f2 • In a T,ni_c period the

phase difference change between any two frequency signals can be quite different. Maybe it is from

large to small or from small to large. Maybe the change is irregular. It depends on the relative

relationship between the two frequency signals. If we rearrange the order of the quantized phase

difference values by size sequence in a T,,_nc period, the change of the quantized adjacant phase

difference is AT. According to the measuring accuracy, the '_phase coincidence points" are some

time difference value decided by the initial phase difference plus 0, AT, 2AT, 3AT,... respectively.

If the measuring gate time is composed of some time interval that starts and stops at the "phase

coincidence points", there are the cycle numbers that are very close to many integral periods

of the two frequency signals respectively. Using this method some high accurate measurements

of frequency and periodic signals can be achieved. The +1 count error that occurs in ordinary

frequency and time interval measurement instruments can be overcome satisfactorily. Therefore,

the new instruments designed by this method can obtain 1000 times higher accuracy than that of

ordinary instruments. When the instruments are designed for special purposes, their accuracy is
much higher.

2. The time difference method by dual "phase coincidence points"

detection

A principle block diagram of the time difference method by dual '_phase coincidence points" de-

tection is shown in Fig. 1. Fig. 2 is the waveform diagram of this method.

In Fig. 2, fc(t) is the common oscillator. Sometimes it can be the standard frequency, fl(t)

and f2(t) are the two compared signals which are the same in frequency . Sometimes one of

them is the standard frequency signal. The "phase coincidence points" between common oscillator

signal and two compared signals are detected respectively. The measuring gate time begins with

the "phase coincidence point" between fl(t) and fc(t), and ends up with the "phase coincidence

point" between f2(t) and fc(t). If the frequencies of fl(t) and f2(t) are unknown (at this time fc(t)

is the standard frequency), their period Tx is measured with f_(t). The measured whole time is:

t = NxlTz+At

t = NclTc

The measured time difference is:

At = NdT - (2)

where Tc is the period of fc(t), No1 are the cycle numbers of fc(t) in the gate time t, and N_I are

the cycle numbers of fl (t) in the time interval t - At.
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The measuring error is much less than 4-1 period of the count pulse, but is the value relating to the

quantized phase change between the common oscillator and measurands and the phase detection

discriminability of the phase detection circuit.

According to different measuring purposes the standard frequency signal can be used in different

positions, and the demand for the common oscillator is different. In the measurement there are

two same greatest common factor frequencies fmo._c between the common oscillator and the two

compared frequency signals which are the same in frequency. In the general time difference, time

interval measurements, the standard frequency signal is used as common oscillator. At this time

the frequency relationship between common oscillator and compared frequency signals is similar

to that of the frequency measurement with "The Frequency Measuring Technique by Broad-band

Phase Detection". If the frequency of measured signal is close to the frequency of the standard

signal or they have multiple relationship in frequency, the measurement must be accomplished by

a frequency synthesizer. Some papers have described this question in detail.

In the time difference measurement of two high stable frequency signals, one of which is the stan-

dard frequency signal, the common oscillator can be a stable crystal oscillator. The frequency of
the common oscillator and its frequency stability in certain period can influence the measurement.

The common oscillator is an important device in the measurement system. Generally its frequency

has some little frequency difference with general standard signal frequency or its multiple frequen-

cies. The frequency difference can be chosen according to the measuring demand, and can suit

most standard frequency signals. The common oscillator can be locked by the standard frequency

signal, also can be not locked. It may influence the measuring accuracy obviously. Generally, in
the measurement with the locked common oscillator the measuring period can be controlled easily.

If the common oscillator is locked, the locked frequency can be chosen flexibly. But for ordinary

synthetic frequency, that has a little integral frequency deviation based on general standard fre-

quency or its multiple frequencies (for example, 5.0001 MHz, 10.001 MHz), the greatest common

factor frequency frnozc is large. It is unfavourable to further enhancing the measuring accuracy.
In each least common multiple period the phase difference between the common oscillator and

the two compared signals changes in one direction uniformly. In this case the measurement is

very regular. The least regular period of measurement is equal to the least common multiple

period. The measurement can be controlled very easily. According to equations (1) and (2), the

measuring accuracy depends mainly on the detection accuracy of the "phase coincidence point"

detection circuit and the quantized phase shift discriminability between the common oscillator and

the two compared signals. The quantized phase shift discriminability depends on equation (1). It

is not very high. Therefore, compared with the ordinary measuring technique, the new measur-

ing method tan only get a limited enhanced accuracy. With this method the 4-I count error in

the ordinary time-frequency measuring instrument can be overcome. Using a suitable frequency

synthesizer, we can measure time difference in a very wide frequency range and obtain 0.2 ns or

higher measuring accuracy. Because there is no non-linear circuit for frequency transformation,
the direct time difference measurement can be accomplished easily when the two input circuits are

identical.

When the unlocked common oscillator is used, the demand for the frequency stability of the

common oscillator is high, but the synthesizer can be omitted. In this case we can obtain the

very little greatest common factor frequency. It is favourable to further enhancing the measuring
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accuracy. We can also get suitable measuring time and interval. When a crystal oscillator is nsed

as the common oscillator that is not locked by the standard frequency signal, its frequency value is

composed of three sections. They are the main frequency section which is equal to the frequency

value of general frequency standard or its multiples (for example, 5 MHz, 10 MHz), some regular

low frequency difference (1 kHz or 100 Hz etc.), and some unfixed little frequency deviation. In

this case, a regular distribution of "phase coincidence points" can al_ be obtained. It is different

from a frequency synthesizer as the common oscillator that the unlocked common oscillator has the

unfixed little frequency deviation. The third section is important to the measurement. In this case

the greatest common factor frequency between the common oscillator and compared signal is very

little (is several Hz or much less), and it is much less than the low frequency difference section.

Therefore, we can obtain higher measuring accuracy with a phase detection circuit that has a

high precision. In a least common multiple period there are many periods of phase change from

large to small or from small to large. There are very little differences between these corresponding

phase diferences that are in different periods of phase change. The period number of the phase

change in a least common multiple period is about equal to the ratio of the second section of the

common oscillator frequency to the greatest common factor frequency. The distribution of "phase

coincidence points" is uniform.

When the detection precision of the phase detection circuit is higher enough, in a Tminc period

the detected "phase coincidence points" are less and are concentrated some range in the T,ninc

period. In this case, the distribution of the detected "phase coincidence points" is no longer

uniform. Because the greatest common factor frequency fma_c and the quantized phase shift

discriminability AT are small, we have chance to get higher measuring accuracy, especially in the

frequency standard comparison. Fig. 3 is the block diagram of an instrument designed by this
new method.

In this instrument, the nominal frequencies of the two compared frequency signals fl (t) and f2(t)

are known and the same, and one of them is the standard frequency signal. The compared signal

frequency can be 10 MHz, 5 MHz, 2.5 MHz, 1 MHz or 100 KHz. These frequency values are

stored in EPROM of the microcomputer. The common oscillator is a unlocked crystal oscillator.

It has good short-term stability and its nominal frequency is 10.0001 MHz. However its practical

frequency has several to several tens Hz deviation from 10.0001 MHz. Therefore the greatest

common factor frequency between the common oscillator and the compared frequency signal is

from less than 1 Hz to about several tens of Hz, and in most cases it is much less than 1 Hz. The

quantized phase shift discriminability AT between them is less than 1 ps. The delay control signal

generated by microcomputer software controls the measurement interval. The "phase coincidence"

signal between fl(t) and fc(t) starts the gate time generating circuit 1 and the gate time generating

circuit 2. The gate time generating circuit 1 is stopped by another "phase coincidence" signal

between fl(t) and fc(t), and the gate time generating circuit 2 is stopped by a "phase coincidence"

signal between f2(t) and fc(t) which follows the starting signal. The fl(t) and fc(t) signals are

counted in 4 counters after 4 gate circuits. From Fig. 3, the gate signals are synchronized by

corresponding signals, the counted numbers do not have +1 count error. From counted cycle

numbers by counter 1 and counter 2, the frequency of the common oscillator can be computed. Its
period is:

NoTo
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whereTo is the period of fl(t) and f2(t), No is the cycle number of fl(t) counted by counter 1,

and Nc is the cycle number of fc(t) counted by counter 2. According to a different input compared

frequency signal, the computer can choose the different To value which has been stored in its
EPROM. From cycle number No1 of fc(t) counted by counter 3 and the cycle number N01 of fl(t)

counted by counter 4, the time difference At between fl(t) and f2(t) can be computed.

At = N_ITc - NoITo

= (N_INo
,- gol)To

(3)

Because the gate time 1 and gate time 2 start at same time, and stop at very close two different

times, the frequency stability of fc(t) almost does not influence the measuring accuracy. It is

the frequency fluctuation of the common oscillator in the time interval of not synchronized two

finishing gate times that influences measuring accuracy. If the phase fluctuations of the common
oscillator are small during this interval as compared to the phase fluctuations between fl(t) and

f2(t) over a full gate time 2, the noise of the common oscillator is insignificant in the measurement

noise error budget, which means in most cases the noise of the common oscillator can be worse

than that of either fl(t) or f2(t) and still not contribute significantly. The common oscillator

fc(t) is used to generate the suitable greatest common factor frequency and to help to accomplish

the high accurate measurement. We only demand its frequency range, but its practical frequency

and long term frequency fluctuation do not influence the measurement. The integral section (

10 MHz ) of the common oscillator fc(t) is the mttitiples of the compared frequency. In every

T,_nc period there are many regular phase change which is from small to large or from large to
small. It is favourable to the "phase coincidence" detection circuit. Because in this case, it is the

stability of "phase coincidence" detection circuit that decides the measuring accuracy. The circuit

discriminability is not so important, and it is lower than the circuit stability.

This device can be used in a very wide frequency range, in the comparison of the integral frequency

standards it can get very high measuring precision and accuracy. When it is used in the the

comparison of 5 MHz or 10 MHz frequency standard, the better than 10 ps measuring precision
can be obtained. In the device there are not any frequency transformation circuits or non-linear

circuits. Therefore, it is very simple. This new method and instrument can be used widely in the

time-frequency measurements.
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Abstract

It has been shown that a three-point second difference estimator is nearly optimal for estimating

frequency drift in many common atomic oscillators. We derive a formula for the uncertainty of this

estimate as a function of the integration time and of the Allan variance associated with this integration

time.

Theory

The three-point drift estimator is a useful tool for estimating the fre<luency drift in many atomic

oscillators [1]. In this paper we derive a formula for the uncertainty of the three-point drift estimate;

as we shall demonstrate, there is a simple relationship between the uncertainty of the drift estimate
and the Allan variance of the residuals which remain after the estimated drift is removed. We explain

how to apply the uncertainty formula and then we use it to assess the uncertainty of the drift estimate

in several examples.

Let us begin by discussing the three-point drift estimator. To define it, let x(t) be a time series of
time difference measurements between two oscillators drifting in frequency relative to each other. An

optimal estimator,/), of drift uses the first, middle, and last time-difference points. We estimate the

average frequency over the first and second halves of the data, subtract the first frequency from the

second, and then divide by v, the time elapsed between the first and middle or middle and last data

points. This yields:

- -rl (x(2,)_ x(') x(_)-, x(0))

1
= 7_ ((x(2_) - 2x(_) + x(0))

(1)

That is, we estimate drift as 1/_ "2 times the second difference of the time series x, where we take the

second difference over as large an interval as possible.

*Contribution of the U.S. Government, not subject to copyright
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Let us separate the time offset x(t) into the part due to the frequency drift D and the part due to

everything else (initial offsets, stochastic noise, systematics):

i D2
x(t) = x (t)-_t . (2)

We now will show that the uncertainty of the drift estimate, /), is functionally related to the Allan

variance of the x'(t) time series.

If we substitute (2) into (1) we obtain

1
(X'(2T)- 2x'(t)+ x'(0)+ Dv 2) . (3)

Rearrangement yields:

D- D = _-_1(x'(2_-) - 2x'(r) + xl(0)) . (4)

The expected variance of our drift estimate, /), around the true drift D will thus be

where { ) is the expectation operator. The square root of this quantity is the expected deviation of/)
around the true value.

If we compute an Allan variance of x' for the integration time r we obtain [2,3]

= + x'(0))2> . (6)

Substitution of (6) into (5) yields our result, the relationship between the expected deviation in the
drift estimator, /), and the Allan variance ofx I, the drift-removed data:

where a_,(T) is the Allan variance of the x' data, and yr refers to the frequency data derived from

x _. Thus we see that the uncertainty in our drift estimate is a function of the Allan variance of the
drift-removed data.

Application of Equation 7

The application of (7) requires a bit of finesse. First of all, the alert reader has probably noticed

that, since we don't know the value of D, the true drift, we cannot obtain the time series x_(t). To

circumvent this problem, we obtain an approximation of x'(t) by removing the estimated drift from

the x(t) series. We then compute the Allan variances for the approximate x'(t) series. However, it is at
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this point that we encounter another problem: It is generally true that if you 1) use a second-difference

estimator (such as the three-point estimator) to estimate drift, 2) remove this estimated drift from the

time series, and then 3) compute the Allan variances for the residual time series, the Allan variances

obtained for large integration times (such as _" = 1/2 the data length) will be biased low, i.e. the

Allan variance will not be an accurate measure of the frequency variability at large integration times.

In fact, if we' were to take a data set with constant drift, compute D. using (1), remove Dt2/2 from

each data point, and then compute aft(v) for this same r, we would obtain exactly zero.

We need to have ay,(r) for -- 1/2 the data length in order to use (7). Yet we know that after

removing/) from x(t), we are going to get the incorrect value of 0 for a_,2(_-) for _" = 1/2 the data

length. However, while a_(r) is incorrectly low for large _-, it does accurately represent the frequency
variability for smaller v. Furthermore, the noise processes of atomic oscillators are such that, for a

given range of integration times r, it is usually the case that a_,(r) = kr '_, where k is a constant and

n is an integer ranging from 1 to -2. The result of this power-law behavior of ay,(r) is that log-log

plots of _yr(7") versus r exhibit linear behavior. This can be seen in Figure 1. Therefore, in order to

obtain a_(_) for 7- -- 1/2 the data length, we look at the log-log plot of a_,(r)) versus r and discard
the incorrectly-low values of a_, (_-) which occu_ at large _- (For example, in Figure 1, we would discard

the point for which log r (seconds) _ 7. In Figure 3 we would discard the point for which log r

(seconds) _ 6.75). Then, we use the a_,)_') points which correspond to the largest remaining r values

to determine k and n (i.e., we determine the equation of the line on the log-log plot formed by the

remaining valid data points). Then, knowing k and n, we use the equation a_,(r) = k_-n to determine

the value of a_(r) at _" = 1/2 the data length. This value is what we need to apply (7).

For cesium beam and rubidium gas-cell oscillators, the dominant noise types at large integration

times are flicker frequency modulation and random walk frequency modulation (FLFM and RWFM,

respectively). FLFM corresponds to an n value of 0 and RWFM corresponds to an n value of +1.

For very large v, RWFM generally dominates. Therefore, if the last (i.e. largest v) valid linear trend

that we see on the log-log plot is consistent with a model of RWFM, we may use this slope with a

measure of confidence to estimate the value of a_(r) at r -- 1/2 the data length. If, however, the last
linear trend corresponds to FLFM, we need to ask ourselves whether the FLFM noise type continues

out to v = 1/2 the data length, or whether RWFM is the correct noise type for _- -- 1/2 the data

length. The assumption of RWFM as the noise type always leads to a larger computed value of a 2, (v)

than the assumption of FLFM. Thus, simply assuming that RWFM dominates at _- -- 1/2 the data

length yields a conservative estimate. The uncertainty in the Allan variance estimate will limit the

accuracy of our uncertainty estimate. Nevertheless, we can make conservative estimates of uncertainty

and obtain meaningful results.

In summary, to use (7) to estimate the uncertainty of we take the following steps:

1. Compute using the second difference estimator (3), where in that equation, v = _'m,_, the time
interval for one-half the data length. Remove [9t2/2 from each of the time-difference data points

x(t).

2. Compute the Allan deviations ay,(_'), for _"= nr0, where n is an integer multiple of the sampling

interval r0. Make a log-log plot of ay, (v) versus v.

3. Look for abnormally low values of %, (1-) at large values of r. Discard them.

4. Determine the parameters k and n in the equation a2,(v) = k_'n for the last valid linear trend
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on the log-logplot. Thenusethis equationto compute_r_/(r)for r,,_. Remember to consider
the possibility that the noise type might change past the last valid a_,(r) value on the log-log

plot (i.e., the noise type might change from FLFM to RWFM).

5. Substitute this value of a_,(r) into (7). Solve (7) for the variance of D. The square root is the

expected deviation.

Examples

As examples we use atomic standards aboard GPS satellites studied from July 1, 1991, to September

15, 1992, a period of 443 d. Satellites are referred to by their pseudo-random code number (PRN),

the number by which users identify satellites, or by their satellite vehicle number (SVN), the number

used by the GPS control segment. Clocks on the GPS satellites are measured at NIST against the

AT1 time scale. For clocks which ran for this entire period, drift could be estimated using a second

difference with r=221.5 d. Not all clocks analyzed were on line for this entire period, in which case

shorter r values were found. We found an assortment of dominant noise types at various integration

times, with FLFM_ and RWFM dominating at times equal to one-half the data length. Table I gives

our example results and indicates associated figure numbers.

PRN#2 and figure 1 illustrate the difficulty in determining noise type. Looking at figure l, we see

that, while FLFM, r °, is the probable slope for the last valid a_(_') values, the uncertainty allows for
the possibility of a r 1/2 slope, indicating RWFM. Furthermore, RWFM is usually the dominant noise

process for cesium frequency standards at integration times such as 221.5 d [6]. We compute a more

conservative value in the second line of the table. Similarly for PRN#25 we have assumed FLFM in

its first line. If we assume RWFM we see we find only a small change.

Another consideration is that equation (7) applies to the Allan variance, not the modified Allan

variance. In figures 1 and 5 we used the modified Allan variance. We can account for this as follows.

Asymptotically, if we define

Roo= lira rood (S)
T ---_OO a2(r) '

then Roo = 0.91 for RWFM and Roo = 0.82 for FLFM [5]. These corrections have been included in
the table.

Conclusions

We have derived a relationship that allows us to estimate the uncertainty of the three-point estimator

of frequency drift. It does not give a lot of precision but it is adequate for determining a confidence

level. With the procedure outlined, we can determine an upper bound on the uncertainty of the

estimate of frequency drift.
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Table i

PRN# Dates r_

(Type) days

Dominant %.(r) @ r(s) Estimated Drift + a Figure

Noise Type parts in lO-IS/d Nos.

2 (Cs)

2 (Cs)

3 (Rb)

12 (Rb)

19 (Cs)

25 (Rb)

25 (Rb)

IJul91 - 15Sep92 221.5

IJui91 - 15Sep92 221.5

1Jul91 - 15Sep92 221.5

8Apr- 15Sep92 80.5

llul- 18Dec91 85.5

30Jun- 15Sep92 39

30Jun- 15Sep92 39

FLFM 0.4- 10 .'3 -2.7 +0.3 1

RWFM 0.2.10 .'3 @ 106 -2.7 -t-0.6 1

RWFM 2.0.10 13 @ 106 -98 -t-6 2

RWFM 2.5.10 13 @ 104 -130 5:10 3

RWFM 1.2.10 -13@ 106 35 +5 4

FLFM 0.7.1043 -183 -I-3 5

RWFM 0.6- 10 "13@ 106 -183 +4 5
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Figure i: The modified Allan variance of the Cs clock on PRN#2 as measured at

N!ST against the ATI time scale from July i, 1991 to September 15, 1992.
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Figure 2: The Allan variance of the Cs clock on PRN#3 as measured at NIST

against the ATI time scale from July i, 1991 to September 15, 1992.
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Figure 3: The Allan variance of the Rb clock on PRN#12 as measured at NIST

against the AT1 time scale from April 8, 1991 to September 15, 1992.
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Figure 4: The Allan variance of the Cs clock on PRN#19 as measured at NIST

against the ATI time scale from April 8, 1991 to September 15, 1992.
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QUESTIONS AND ANSWERS

J. Barnes, Austron, Incorporated: I want to ask a quick question so I am sure I understand

what you are doing with the data. You take a data link and take the first point, minus the
last point, plus the last point, minus two times the midpoint.

M. Weiss, NIST. Yes.

J. Barnes: That gives you your estimate of drift.

M. Weiss:

J. Barnes:
residuals.

Divide by Tau square, but yes.

Then you take that and calculate a number to take from all of the data to get the

M. Weiss: Subtract a quadratic based on that number; Yes.

G. W'mkler, USNO: I find that discussion very interesting. In fact it is a continuation of a
discussion of drifts which started about six or seven years ago, when you gave your paper
about how not to measure drift, by not making a parabolic fit, for the phase data; remember

that? I think you did that and ever since that time, we have discussed how do you best
measure drift. Before there was a question and it was questioned whether you can determine

it at all, I believe you should remember that whenever we measure something, we measure it
against a hypothesis, about a assumption. You have in your various estimates made various
different assumptions. Each of these define --(Tape ran out)- for it's instability. We have
to remember that these numbers always are connected with a assumption, which has been

made in the first place. You are starting out with three point estimates. Why is it the best
estimate, or the optimun estimate, you can obtain, because it makes the minimun number of

assumptions.

M. Weiss: I think you are right about the underlying assumptions. In particular, I think
what is most important is to realize there is physics involved and the reason we estimate drift
because we believe that what is physically causing the drift is different than what is physically
causing the random walk. That they are two separate processes and they should therefore be
estimated independately. And sometimes random walk looks an awful like drift and there may

not be any drift and it may be random walk.

J. Barnes: I see people like the idea of being explicit in their models. I think that is great. I
think I like the comments very much.
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CORRECTIONS AND ADDENDA

Large Sample Simulation of Flicker Noise

J. Barnes and C. Greenhal!

Proc. 19th PTTI, pp. 203-217, 1987

1. The covariance program on page 215 has two errors. Here are the corrected lines:

1260 IF II<>N THEN F = F/(BET(I1)-BET(N))

1300 D(I,N) ffi D(I1,N)*F

2. Lines 220-290 on page 204 compute the filter poles PH(N) and zeros TH(N), which approach

I as N increases. Before running the covariance program on page 215, one has to set ALF(N) = 1

- TH(N), BET(N) = 1 - PH(N). The user will get a more accurate covariance matrix if ALF(N)

and BET(N) are computed directly from PH(1) as follows:

220 REM COMPUTE ALPHAS AND BETAS

230 W = (1# - PH(1))/SQR(PH(1))

235 ALF(1) = 1#: BET(l) = 1# - PH(1)

240 FOR N = 2 TO H

250 W = W/R

260 ALF(N) - .5#*W*(SQR(W*W + 4#) - W)

270 W ffiW/R

280 BET(N) ffi.S#*W*(SQR(W*W + 4#) - W)

290 NEXT N

One can run the filter directly from the alphas and betas by rewriting line 370 as

370 Y(1) = Y(I-1) + YI(1) - YI(I-1) - BET(1)*YI(1) + ALF(1)*YI(I-1)
I

The user is reminded to use double precision throughout, except possibly for storage of the output

sample Y(M).

Lines 520 and 530 in the spectral density routine on page 214 can be rewritten as

520 S ffi S*(4#*(I#-ALF(J))*SIN(.5#*W) _2 + ALF(J)'2)

530 S ffi S/(4#*(I#-BET(J))*SIN(.B#*W) _2 + BET(J) _2)

3. Minor typos

Page 203: The second phi in eq.(1) should be a theta.

Page 212: The title of Table 1 should be ALZ(ij).
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